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Abstract—We consider a mobile robot tasked with gathering data in an environment of interest and transmitting these data to a data center. The task is specified as a high-level Linear Temporal Logic (LTL) formula that captures the data to be gathered at various regions in the workspace. The robot has a limited buffer to store the data, which needs to be transmitted to the data center before the buffer overflows. Communication between the robot and the data center is through a dedicated wireless network to which the robot can upload data with rates that are uncertain and unknown. In this case, most existing methods based on dynamic programming cannot be applied due to the lack of an accurate model. To address this challenge, we propose here an actor-critic reinforcement learning algorithm where the task execution, workspace exploration, and parameterized-policy learning are all performed online and simultaneously. The derived motion and communication control strategy satisfies the buffer constraints and is reactive to the uncertainty in the wireless transmission rate. The overall complexity and performance of our method is compared in simulation to static solutions that search for constrained shortest paths, and to existing learning algorithms that rely on the construction of the product automaton.

I. INTRODUCTION

Autonomous robots have been proposed for a variety of applications ranging from transportation, and healthcare, to agriculture. In many of these applications the robots are required to collect information about their environment or the status of their tasks and send it to a user that can respond to possible situations. Communication between robots and users can take place through dedicated wireless networks to which the robots are able to connect. Then, the goal is to transmit information to the users in a timely and reliable way. Recognizing that the wireless channel is uncertain and that it is almost impossible to maintain reliable communications for all time, in this paper we propose a new definition of reliability that depends on the ability of the robot to transfer a prescribed amount of data to the user over a desired interval of time, while satisfying buffer size constraints. The tasks assigned to the robot are specified as Linear Temporal Logic (LTL) formulas [1]. There has been a large amount of work focusing on motion planning under high-level temporal tasks for a single robot [2], [3]. This framework has also been extended to multi-robot systems; see [4], [5].

Communication among robots has typically relied on proximity graphs in which case the communication problem becomes equivalent to preservation of topological connectivity [6]–[8]. Relevant is also recent work on intermittent communication control that allows the robots to temporarily disconnect from the network to accomplish their tasks and then meet periodically to communicate [9], [10]. While simple, the above graph-based models do not capture tangible and reliable communication. Instead, here we employ more realistic communication models that take into account path loss, shadowing, and multi-path fading as well as optimal routing decisions for desired information rates, as discussed in [11]–[14]. However, most of the aforementioned work does not address complex high-level tasks specified as temporal logic formulas.

Due to uncertainty in the wireless channel quality, the rate at which the robot can upload data to the network at different locations in the workspace becomes a random variable with a distribution that is often unknown. Planning in such uncertain systems is usually modeled using Markov Decision Processes (MDP). If the MDP model is fully-known (particularly the states and the transition probabilities between them), then dynamic programming techniques can be applied to construct an optimal control policy [15]. There has also been work that controls MDPs to satisfy LTL specifications; e.g., see [16]–[18]. However, if the transition probabilities are unknown, as in this work, the above methods can not be directly applied; instead, learning methods are needed to learn the optimal policy and the MDP model at the same time. Here, we rely on a reinforcement learning (RL) algorithm that is a combination of the dynamic learning framework (see Chapter 9 of [19]) and the least-squares temporal difference (LSTD) method of the actor-critic type proposed in [20]–[22].

The main contribution of this work lies in the co-design of a robot motion and communication controller for high-level data-gathering tasks in realistic wireless communication network. The proposed algorithm does not assume perfect knowledge of the wireless network model and the resulting control strategy is reactive to the network quality during run time. The computational efficiency and performance of the proposed algorithm is validated via extensive numerical simulations. To the best of our knowledge, this is the first work that addresses high-level data-gathering tasks under both buffer constraints and realistic wireless communication networks. At the same time, this is the first approach that combines reinforcement learning with motion and communication control synthesis from high-level LTL specifications when the system model is unknown.

The most related work is [22], which applies the same LSTD actor-critic algorithm to maximize the probability that a MDP satisfies a given LTL specification. This work differs from [22] in three ways: (i) [22] assumes that the MDP...
model is known; (ii) [22] performs the learning over the product automaton between the MDP and the Deterministic Rabin Automaton (DRA) associated with the task; (iii) the suffix behavior of the system is not considered in [22]. Since in our case the MDP model is unknown, the product automaton cannot be constructed. Instead, we first synthesize a discrete plan in the reduced space of robot positions that is assumed known, and then use this discrete plan to guide the learning process in the joint space of robot positions and communication variables that are unknown. Another recent work [23] proposes a probably approximately correct RL algorithms are not explored there.

B. Wireless Communication Network

Along with gathering data, the robot is also tasked with transmitting this data to a data center. This data transfer happens through a wireless network deployed in the workspace, whose set of nodes $K \triangleq K_0 \cup K_r \cup K_s$ consists of the data center $K_0 \triangleq \{0\}$, $K - 1$ relay nodes $K_r \triangleq \{1, \cdots, K - 1\}$, and the source robot $K_s \triangleq \{K\}$, where $K \geq 2$. The data center and all relay nodes are stationary at positions $p_k \in W$, $\forall k \in K_0 \cup K_r$, while the coordinates of the robot are $p_K(t) = p(t)$, $\forall t \geq 0$. In this network, point-to-point connectivity is modeled through a rate function $R_{kk'}$ that determines the amount of information that is transmitted from node $k \in K$ and is successfully received by node $k' \in K$. Then, the data gathered by the robot is transmitted and routed to the data center in a multi-hop fashion via the relays. The routing decisions are captured by the variables $T_{kk'}(t) \in \{0, 1\}$, $\forall k, k' \in K$, that represent the fraction of time that node $k$ selects node $k'$ as its recipient. Since $T_{kk}(t)$ represent time slot shares, they also satisfy $\sum_{k' \in K} T_{kk'}(t) \leq 1$, $\forall k \in K$. Moreover, we assume that: (i) no self-transmission is allowed, i.e., $T_{kk} = 0$, $\forall k \in K$; (ii) the data center only receives data, i.e., $T_{0k'} = 0$, $\forall k' \in K$; and (iii) the source robot only sends data, i.e., $T_{k'K} = 0$, $\forall k' \in K$.

Given routing decisions, the direct transmission rate from node $k$ to node $k'$ at time $t$ can be defined as $g_{kk'}(t) \triangleq T_{kk'}(t)R_{kk'}$. Between their generation or arrival from another node, and transmission, data are stored in a queue. Let $d_k(t) \geq 0$ denote the size of the queue at node $k$ at time $t$. Then, the rate of change of the queue at node $k$ is

$$d_k(t) = g_{in}(t) - g_{out}(t), \ \forall k \in K,$$  

where $g_{in}(t) = g_{gen}(t) + \sum_{k' \in K} g_{kk'}(t)$ and $g_{out} = \sum_{k \in K} g_{kk'}(t)$ are the total rates at which data arrive at and leave node $k$, $\forall k \in K$, and $g_{gen}(t)$ is the rate of data generated at node $k$ at time $t$. The queue sizes $d_k(t)$ and generated data $g_{gen}(t)$ satisfy the following assumptions:

**Assumption 1:** (i) The queue size for all relay nodes is zero for all time, i.e., $d_k(t) = 0$, $\forall k \in K_0 \cup K_r$ and $\forall t \geq 0$; and (ii) Only the source robot generates data, i.e., $g_{gen}(t) \geq 0$ and $g_{gen}(t) = 0$, $\forall k \in K_0 \cup K_r$.

Note that Assumption 1(i) can be ensured by selecting appropriate routing decisions that satisfy (1), while Assumption 1(ii) is due the data-gathering tasks for the robot only.

C. Robot Buffer Dynamics and Constraints

Moreover, the robot has a limited buffer to store the gathered data. Let $\overline{B} > 0$ denote the maximum buffer size, so that it should hold that $d_K(t) \leq \overline{B}$, $\forall t \geq 0$. In this paper, we separate data generation from transmission. Specifically, we make the following assumption.
Assumption 2: For all time \( t \geq 0 \) when \( g_{\text{gen}}^e(t) > 0 \), it holds that \( T_{k,k'}(t) = 0 \) for all \( k,k' \in \mathcal{K} \).

Under Assumption 2 and recalling equation (1), during the data generation phase, the queue size at the robot evolves as

\[
\dot{d}_K(t) = g_{\text{in}}^e(t) - g_{\text{out}}^e(t) = g_{\text{gen}}^e(t) \triangleq D(g_k) \delta(t),
\]

where \( D : G \rightarrow \mathbb{Z}^+ \) specifies the data units gathered by taking action \( g_k \), as discussed in Section III-A, and \( \delta(t) \) is the unit impulse function, so that data generation is considered instantaneous. Integrating (2), we have that \( d_K(t^+) = d_K(t^-) + D(g_k) \), where \( d_K(t^-) \) and \( d_K(t^+) \) are the stored units before and after action \( g_k \) is performed at \( t \geq 0 \). If \( d_K(t^+) > B \), then this action \( g_k \) can not be performed as the buffer will overflow. We assume that \( D(g_k) \leq B \), \( \forall g_k \in G \) so that any action can be performed if the buffer is empty. Similarly, we can obtain the rate of data leaving the robot’s buffer during the transmission phase, as

\[
\dot{d}_K(t) = g_{\text{in}}^e(t) - g_{\text{out}}^e(t) = -g_{\text{out}}^e(t).
\]

D. Problem Statement

The considered problem is to determine motion and communication controllers for a mobile robot so that its LTL tasks are satisfied, the generated data are successfully transmitted to the data center, and the total distance traveled is minimized. Formally, this problem is defined as:

\[
\min_{u(t), T(t)} \int_0^T ||p(t)||_2 d\tau - \int_0^T \mathbb{E}[g_{\text{out}}(p(t), T(t))] d\tau
\]

s.t. \( \mathcal{T}(t) = \varphi \),

\( g_{\text{in}}^e(t), T(t) \) satisfies (1),

\( d_K(t) \) satisfies (2), (3),

\( p(t) = u(t) \) and \( p(t) \in \mathcal{F}, \forall t \geq 0, \)

where \( \tau \) is the total execution time; \( u(t) \) is the control input; \( \mathcal{T}(t) = \{ T_{k,k'}(t), \forall k,k' \in \mathcal{K} \} \) is the set of routing decisions.

Note that LTL tasks such as those described in Example 1 can be executed indefinitely. In this case, \( \mathcal{T} \) represents the time required to execute the plan prefix and single plan suffix (which are defined in the sequel). Note also that in (4), along with minimizing the distance traveled, the robot also needs to maximize the cumulative rate at which it transmits data to the network. While different objectives are possible to select \( T(t) \), the proposed objective allows for faster data transmission to the data center. Finally, in practice, the rate functions \( R_{k,k'}(t) \) in (1) depend on the signal-to-noise ratio of the transmission channel, which is uncertain [11] and can only be estimated during run time. Thus, the rates \( R_{k,k'}(t) \) become random variables and so is the uploading rate \( g_{\text{in}}^e(t) \) of the robot which appears in (4) in the expectation operator; same holds for (1) and (3).

The main challenge in solving problem (4) lies in: (i) addressing the joint optimization in the space of robot positions and communication variables subject to the LTL task; and (ii) the fact that, the rate functions \( R_{k,k'}(t) \) are random and unknown. We tackle this challenge by decomposing the high-level planning from communication routing. Then we employ RL to synthesize the motion and communication control strategy simultaneously, so that the high-level plan can be successfully executed while optimizing the total cost.

IV. MOTION AND COMMUNICATION CONTROL

In this section, we present the motion and communication control modules that are essential to solve Problem 4. We first discuss the discrete plan synthesis algorithm for the local task; second, we describe how the plan can be decomposed into segments and then combined with the wireless routing; and lastly, we describe the two-mode LSTD actor-critic RL algorithm that learns the system model and a control policy.

A. Discrete Task Planning

In this section, we show how to build an abstraction of the robot motion and then how to use this abstraction to synthesize the initial discrete plan, which satisfies the task.

1) Abstraction of Robot Motion: First, a roadmap is constructed to model the robot motion within the workspace avoiding collision with the obstacles. In this work, we rely on the sampling-based method [24] to construct a deterministic roadmap. Denote this roadmap by \( \mathcal{M} = (P, E) \), where \( P \subseteq \mathcal{F} \) is the set of waypoints and \( E \subseteq P \times P \) is the set of edges. \( \mathcal{M} \) is constructed as follows. Initially, \( P = \{ p_0 \} \) where \( p_0 \in \mathcal{F} \) is the robot’s initial position and \( E = \emptyset \). Then, we first uniformly sample the free space \( \mathcal{F} \) to obtain \( p_r \) and find the nearest waypoint \( p_n \in P \) to \( p_r \). If \( p_r \) can be reached from \( p_n \) within the sampling time \( T_s \geq 0 \) via a straight-line path without colliding with the obstacles, then we add \( p_r \) to \( P \) and \( (p_n, p_r) \) to \( E \). Otherwise, we resample \( \mathcal{F} \) for a new point \( p_r \). Given a point \( p_r \), we find every existing waypoint \( p_s \in P \) that can reach \( p_r \) within time \( T_s \) and add \( (p_r, p_s) \) to \( E \). Finally we repeat the above process until the maximum number of waypoints is reached.

Given \( \mathcal{M} \), we can construct a finite transition system (FTS) to abstract the robot motion among different regions in the workspace, which is denoted by \( \mathcal{T} = (\Pi, \rightarrow, \Pi_0, C) \), where \( \Pi \subseteq \mathcal{F} \) is the set of regions of interest, \( \rightarrow \subseteq \Pi \times \Pi \) denotes the transition relation, \( \Pi_0 \in \Pi \) is the initial region, \( C : \Pi \rightarrow \mathbb{R}^+ \) approximates the duration of each transition. Particularly, consider two regions \( \pi_s, \pi_f \in \Pi \). Denote by \( p_s, p_f \in P \) the closest waypoints to the center of \( \pi_s \)
and \( \pi_f \), respectively. Then \( (\pi_s, \pi_f) \in \to \) if there exists a path in \( M \) starting from \( p_s \) and ending at \( p_f \) without crossing any other region \( \pi_t \in \Pi \) with \( t \neq s, f \). Denote the shortest path by \( \Gamma_{sf} = p_s p_{s+1} \cdots p_f \). Then, \( C(\pi_s, \pi_f) \equiv |f - s| \cdot T_s \) is the time to traverse \( \Gamma_{sf} \), \( \forall (\pi_s, \pi_f) \in \to \).

Then the complete robot motion and action model is defined by \( R = (\Xi, \to, \Pi, L_R, \xi_0, T_R) \), where \( \Xi = \Pi \times G \) is the set of states; \( \to \subseteq \Xi \times \Xi \) is the transition relation so that \( (\langle \pi_s, g_s \rangle, \langle \pi_f, g_f \rangle) \in \to \) if (i) \( (\pi_s, \pi_f) \in \to \) and \( g_k = g_0 \), or (ii) \( \pi_s = \pi_f \) and \( g_s, g_f \in G \); \( \Pi \) are the atomic propositions; \( L_R(\langle \pi_s, g_s \rangle) = \langle \pi_s, g_s \rangle \), \( \forall (\pi_s, g_s) \in \Xi \) is the labeling function; \( \xi_0 = \langle \Pi_0, g_0 \rangle \) is the initial state; and \( T_R(\langle \pi_s, g_s \rangle, \langle \pi_f, g_f \rangle) = C(\pi_s, \pi_f) + Z(\langle \pi_s, g_s \rangle, \langle \pi_f, g_f \rangle) \) is the cost function.

2) Robot Motion and Action Plan: Given \( R \), we can apply the method proposed in our earlier work [5] to synthesize a discrete motion and action plan that has a prefix-suffix structure and a minimal total cost (with respect to the cost function \( T_R \)) above. We omit the algorithmic details here due to limited space. This discrete plan has the form
\[
\Xi \triangleq \xi_0 \xi_1 \cdots \xi_{L-1} [\xi_L \xi_{L+1} \cdots \xi_H]^{\omega},
\]
(5)
where \( \xi_k \in \Xi, \forall k \in \{0, 1, \ldots, H \} \). Note that the suffix part \( \xi_L \xi_{L+1} \cdots \xi_H \) is repeated infinitely often. Namely, \( \Xi \) is a sequence of states that the robot follows to satisfy task \( \varphi \), as the trace of \( \Xi \) satisfies \( \varphi \) automatically [5]. An example of the synthesized plan is shown in Figure 1. However, the discrete plan \( \Xi \) does not account for the buffer constraints. Thus an associated communication protocol needs to be designed for the successful execution of \( \Xi \).

B. Plan Decomposition and Critical Segments

As the robot follows \( \Xi \), it collects data which needs to be uploaded to the network before its buffer overflows. Let
\[
\vartheta \triangleq (\xi_{s0}, \xi_{g0}) (\xi_{s1}, \xi_{g1}) \cdots [\xi_{sC}, \xi_{gC}) \cdots [\xi_{sF}, \xi_{gF}],
\]
(6)
be a subsequence of \( \Xi \) where states \( \xi \) that the robot needs to empty its buffer while executing \( \Xi \), where \( \xi_s, \xi_g \in \Xi \) are the start and goal states of each segment, \( \forall s_i, g_i \geq 0 \) and \( s_0 < g_0 \leq s_1 < g_1 \leq \cdots \leq s_F \leq g_F \). We call \((\xi_s, \xi_g, \vartheta)\) the critical segments of \( \Xi \).

Given \( \Xi \) and \( B \), \( \vartheta \) is constructed as follows: (i) First, \( s_0, g_0 \) are the smallest indices such that \( 0 < \sum_{t=0}^{\vartheta} D(g_t) \leq B \), and \( \sum_{t=0}^{g_0} D(g_t) > B \), where \( \xi_\ell = (\pi_{\ell}, g_{\ell}) \in \Xi \). Namely, the robot buffer is less than or equal to \( B \) up to \( \xi_{s_0} \), but it will overflow after performing the data-gathering action at \( \xi_{s_0} \). Thus it is critical that the robot uploads the data in its buffer within that segment. (ii) Second, \( s_{i+1}, g_{i+1} \) can be derived iteratively, such that \( g_i \leq s_{i+1} < g_{i+1} \) are the smallest indices such that \( 0 < \sum_{t=0}^{g_{i+1}} D(g_t) \leq B, \) and \( \sum_{t=0}^{s_{i+1}} D(g_t) > B \), which holds for all \( i \in [0, F] \) except for \( i \in C, F \), where \( C \) is the smallest index such that \( g_{C-1} \geq L \) and \( F \) is the smallest index such that \( g_F \geq H \), where the indices \( L, H \) are given by the first and last states of the suffix in \( \Xi \) of (5). (iii) Last, \( \xi_{g_{C-1}} \triangleq \xi_{L}, \) and \( \xi_{g_F} \triangleq \xi_{L} \). Namely, the repetitive suffix of \( \vartheta \) is achieved by enforcing an empty buffer each time the suffix of \( \Xi \) is executed.

C. Motion and Communication Policy Synthesis

In this section, we present how to synthesize a randomized control policy such that a critical segment in (6) can be executed and the robot’s buffer is emptied. The method is based on the actor-critic RL algorithm [19] and the resulting control policy is learned and improved during run time. Specifically, we address the following problem.

Problem 1: Given a critical segment \((\xi_s, \xi_g)\) in (6), design a motion and communication policy such that the robot starts from \( \xi_s \) with buffer \( b \leq B \) and reaches \( \xi_g \) with buffer 0, with a minimum expected travel distance.

1) Joint Motion and Communication Space: We model the joint motion and communication space as a Markov Decision Process (MDP) with unknown transition probabilities. Particularly, it is defined as a 4-tuple:
\[
\chi \triangleq (\mathcal{S}, \mathcal{A}, \delta, R),
\]
(7)
where: (i) The set of states is given by \( \mathcal{S} = \mathcal{P} \times \mathcal{D} \) where \( \mathcal{P} \) is the set of waypoints from \( M \) and \( \mathcal{D} = \{0, 1, 2, \ldots, I \} \) is a user-defined quantization of the buffer size with \( I \in \mathbb{N} \) the largest integer such that \( I \leq B \) and \( \delta > 0 \). Therefore, state \( (p_n, d_k) \in \mathcal{S} \) means that the robot is at waypoint \( p_n \) with \( d_k \) units of data in its buffer, \( \forall p_n \in \mathcal{P} \) and \( \forall d_k \in \mathcal{D} \); (ii) The function of admissible actions \( A : \mathcal{S} \to 2^A \) is given by \( A((p_n, d_k)) = \{a_{p_n, p_m}, \forall (p_n, p_m) \in \mathcal{E}\} \), \( \forall s = (p_n, d_k) \in \mathcal{S} \), where \( a_{p_n, p_m} \) stands for “moving from \( p_n \) to \( p_m \)” and \( A \) is the set of all allowed actions. (iii) The transition probabilities are given by the function \( \delta : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \to [0, 1] \) such that \( \delta(s, a, s') \) is the probability of transitioning from \( s \) to \( s' \) via action \( a \in \mathcal{A}(s) \), \( \forall s, s' \in \mathcal{S} \). In particular, consider \( s = (p_n, d_k) \), action \( a_{p_n, p_m} \in \mathcal{A}(s) \), and \( s' = (p_m, d') \). Then, it holds that
\[
\delta(s, a_{p_n, p_m}, s') \triangleq Pr(\delta) \leq \zeta(p_n, p_m) \leq d_l - d_k),
\]
(8)
where \( \zeta(\cdot) = \int_{t_n}^{t_m} \mathcal{G}_T(p(t), \mathcal{T}(t)) \, dt \) is a function that returns the total amount of data that can be uploaded by the robot to the network while moving from waypoint \( p_n \) to \( p_m \) following \( M \) (during time \( t_n \to t_m \) and \( \mathcal{G}_T(p(t), \mathcal{T}(t)) \) is the optimal solution to the optimization problem
\[
\text{max}_{\tau} \mathcal{G}_T(p_k(t), \mathcal{T}(t)), \quad \text{s.t. constraints by} \ (1), \ (9)
\]
for \( t \in [t_n, t_m] \). Given the channel rates \( R_{kk'}(t) \) and robot position \( p(t) \) at time \( t \in [t_n, t_m] \), problem (9) is linear and can be solved efficiently via a Linear Program (LP) solver, such as Gurobi [25]. For example, the data-uploading rate within an office workspace given a wireless network is shown in Figure 2; (iv) The reward function \( R : \mathcal{S} \times \mathcal{A} \to \mathbb{R}_{\geq 0} \) satisfies \( R(s, a) = 0, \forall a \in \mathcal{A}(s) \) if \( s = s_0 \triangleq (s_{p_n}, i_1) \), \( R(s, a) = 1, \forall a \in \mathcal{A}(s) \) if \( s = s_g \triangleq (p_g, 0) \), and \( R(s, a) = -1 \) otherwise, where \( s_0, s_g \) are the initial and goal states, and \( p_s, p_g \) are waypoints of \( \xi_s, \xi_g \). Namely, a positive reward is received only at the goal state, while a negative reward is received at all intermediate states in order to minimize the total distance to reach the goal state.
Remark 1: The function \( \zeta(p_n, p_m) \) is unknown because the channel rates \( R_{kk'} \) are unknown and so is the distribution of uploading rates \( \overline{v}_K^m(\cdot) \) along the trajectory from waypoint \( p_n \) to \( p_m \) by (9). Therefore, the rates \( \overline{v}_K^m(\cdot) \) can only be determined empirically during run time.

Remark 2: The communication problem (9) is defined here as a proxy to the second objective in problem (4). Determining robot waypoints associated with maximum uploading rates as per (9) is a sufficient condition for solving (4).

2) Two-mode LSTD Actor-Critic RL Algorithm: Standard dynamic programming techniques [15] cannot be applied directly here since the exact model of \( \chi \) is unknown. Instead we employ RL algorithms [19], [21] so that the robot can actively explore its environment, learn the model, and determine the optimal control policy, all at the same time. In the sequel, we denote by \( \hat{\chi} \) the current estimate of \( \chi \) that is known by the robot, and by \( \hat{\delta} \) the estimate of the transition probability. Moreover, \( \hat{\delta} \) can be initialized based on empirical data of the uploading rate across the workspace.

We consider the actor-critic RL algorithm proposed in [19] and particularly the LSTD type proposed in [20]–[22]. It consists of two parts: the actor that controls the system according to the current policy and the critic that oversees the actor’s actions and more importantly the received reward in order to evaluate how the policy can be improved. The policy employed by the actor is a parameterized and randomized stationary policy given by (instead of a lookup table):

\[
\eta_\theta(s, a) \triangleq \frac{e^{h(\theta, s, a)}}{\sum_{b \in A(s)} e^{h(\theta, s, b)}}
\]

where \( \theta \in \mathbb{R}^2 \) is the parameter; \( \eta_\theta(s, a) \in [0, 1] \) is the probability of applying action \( a \in A(s) \) at state \( s \in \mathcal{S} \) using the Boltzmann distribution [19]; \( h(\theta, s, a) \in \mathbb{R} \) is the estimated score of applying action \( a \) at state \( s \) given the current value of \( \theta \):

\[
h(\theta, s, a) \triangleq \theta^T \cdot w(s, a)
\]

where \( w(s, a) \in \mathbb{R}^2 \) is the estimated feature vector of the state-action pair \( (s, a) \) within \( \chi \), defined as

\[
w(s, a) \triangleq \begin{bmatrix}
v_p(s, s_g) - \sum_{s'} \delta(s, a, s') v_p(s', s_g) \\
v_d(s, s_g) - \sum_{s'} \delta(s, a, s') v_d(s', s_g)
\end{bmatrix},
\]

where \( v_p(s, s_g) \triangleq d_{\text{ijkstra}}(\mathcal{M}, p, p_g) \geq 0 \) is the distance feature measured by the length of the shortest path from waypoint \( p \) to \( p_g \) in the roadmap \( \mathcal{M} \); and \( v_d(s, s_g) \triangleq \|d_g - d\| \geq 0 \) is the data feature measured as the difference in the data size, where \( s = (p, d) \) and \( s_g = (p_g, d_g) \), \( \forall s, s_g \in \mathcal{S} \). Note that both \( v_p \) and \( v_d \) can be computed easily given the estimated model \( \hat{\chi} \). Thus, given a value of \( \theta \), for any state \( s \in \mathcal{S} \) and any allowed action \( a \in A(s) \), \( \eta_\theta(s, a) \) can be computed on-the-fly, without the need of a table to store it. On the other hand, the critic maintains an estimate of the parameterized state-action value function \( Q(s, a) \) defined as

\[
Q_\theta(s, a) \triangleq \phi_\theta^T(s, a) \cdot r,
\]

where \( r \in \mathbb{R}^2 \) is the parameter and \( \phi_\theta(s, a) \in \mathbb{R}^2 \) is the gradient of the function \( \ln (\eta_\theta(s, a)) \) with respect to \( \theta \), i.e.,

\[
\phi_\theta(s, a) \triangleq \nabla_\theta \ln (\eta_\theta(s, a)) = w(s, a) - \sum_{b \in A(s)} \eta_\theta(s, b) w(s, b),
\]

where the second equation is derived directly from (11) and (12). The reason that \( Q_\theta(s, a) \) is designed to have the structure above is closely related to the actor-critic update algorithm below. Specifically, denote by \( \theta_k, r_k \) the value of the parameters \( \theta \) and \( r \) at time \( k \), by \( s_k \) the state at which robot is and by \( a_k \) the action robot takes at time \( k \), \( \forall k \geq 0 \). Then, at time \( k \geq 0 \), the actor updates \( \theta_k \) as

\[
\theta_{k+1} = \theta_k - \beta_k r_k^T \phi_\theta(s_k, a_k) \phi_\theta^T(s_{k+1}, a_{k+1}),
\]

where \( \theta_0 \) is the initial value and \( \beta_k > 0 \) is a time-varying step size. On the other hand, the critic updates \( r_k \) as

\[
z_{k+1} = \lambda z_k + \phi_\theta(s_k, a_k),
\]

\[
b_{k+1} = b_k + \gamma_k \left[ R(s_k, a_k) z_k - b_k \right],
\]

\[
A_{k+1} = A_k + \gamma_k \left[ z_k (\phi_\theta^T(s_{k+1}, a_{k+1}) - \phi_\theta^T(s_k, a_k) ) - A_k \right],
\]

\[
r_{k+1} = -A_k^{-1} b_k,
\]

where \( z_k \in \mathbb{R}^2, b_k \in \mathbb{R}^2, A_k \in \mathbb{R}^{2 \times 2} \) are internal variables initialized as \( A_0 = I_2, z_0 = b_0 = r_0 = [0, 0] \) is a design parameter, and \( \gamma_k > 0 \) is another time-varying step size. Note that \( R(s_k, a_k) \) is the reward obtained by the robot for performing action \( a_k \) at \( s_k \) from (7).

The proposed RL algorithm is shown in Alg. 1. It can be run in two different modes: (i) the direct mode where the robot learns from real experience by interacting with the environment, and (ii) the indirect mode where the robot learns from simulated experience. Specifically, in the case of direct learning (as shown in Lines 3-7), starting from the initial state \( s = (p_n, d_n) \), the robot chooses its action \( a_n \) by following the randomized policy \( \eta_\theta(s, a) \) (to move from \( p_n \) to \( p_m \)). While executing the action \( a_n \), it uploads data according to the optimal routing decisions \( T_n^* (p_n) \) obtained by solving problem (9). After the robot reaches waypoint \( p_m \), it updates its state as \( s = (p_m, d_n) \), where \( d_n \in \mathcal{D} \) is the amount of data left in the robot’s buffer. Then, \( \delta \) is updated given the transition \( (p_n, d_n), (p_m, d_n) \). More importantly, the policy parameter \( \theta \) is updated as in (15).
Algorithm 1: Policy Synthesis for One Critical Segment

Input: \((\xi_s, \xi_{g_i}) \in \vartheta\), optional \(\theta_{s,g_i}\), \(\chi_0\)
1 Initialize variables in (15) and (16).
2 if direct mode then // Direct learning
3     Choose randomized action \(a_s\) by \(\eta_{\vartheta}(s,a)\) in (10).
4     Transmit data with the routing parameter \(T^*(t)\) via solving optimization (9). // Communication
5     Update state \(s\) after action \(a_s\) is done, based on the amount of data \(b(t)\) in buffer.
6     Update \(\delta\) of \(\chi\), and update \(\theta\) via (15)-(16).
7     Repeat lines 3-6 until \(s = s_g\).
8 else // Indirect learning
9     Choose randomized action \(a_s\) by \(\eta_{\vartheta}(s,a)\) in (10).
10    Determine the next state \(s'\) directly via \(\chi\).
11    Update \(\theta\) via (15)-(16) and set \(s = s'\).
12    Repeat lines 9-11 until desired number of episodes.
13 return \(\chi\), \(\theta_{s,g_i} = \theta\).

Similar procedure applies to the case of indirect learning (as shown in Lines 9-12), where the main difference is that instead of moving to \(p_m\) and measuring the uploaded data, the robot simulates the next state based on \(\delta\). As mentioned in Chapter 9 of [19], indirect methods often fulfill user of a limited amount of experience and thus achieve a better policy with fewer environmental interactions. On the other hand, direct methods refine the policy using actual data and are not affected by bias in the estimated model.

Theorem 1: For each \((\xi_s, \xi_{g_i}) \in \vartheta\), assuming that the real model \(\vartheta\) is static, then Alg. 1 converges to the neighborhood of the locally optimal \(\theta^*\) after a finite repetition of \(\Xi\), under the appropriate choices of the step-size \(\{\gamma_k\}, \{\beta_k\}\) and \(\lambda\).

Proof: The proof follows directly from Theorem III of [20] and Theorem 3.13 of [22]. Given that the choices of \(\{\gamma_k\}, \{\beta_k\}\) satisfy Assumption C of [20] and \(\lambda\) is sufficiently close to 1, \(\theta\) converges to the neighborhood of the locally optimal \(\theta^*\) such that no improvement larger than a given bound can be made regarding the expected total reward. The same argument holds for each critical segment \(\vartheta\). A detailed proof is omitted due to limited space.

V. THE INTEGRATED SYSTEM

In this section, we integrate the components described in Section IV into a complete system. Then we discuss the performance and computational complexity of our method.

A. Complete Plan Execution and Task Satisfaction

The integrated algorithm alternates between the execution of the discrete plan \(\Xi\) and the online policy learning for each critical segment. By guaranteeing that each critical segment can be successfully executed, we also ensure the successful execution of \(\Xi\) and thus the satisfaction of task \(\varphi\). More importantly, we fuse the two-mode LSTD actor-critic RL algorithm with the high-level plan execution.

Firstly, the discrete plan \(\Xi\) and the sequence of critical segments \(\vartheta\) are synthesized. Then starting from the first element \(\xi_\ell\) of \(\Xi\) for \(\ell = 0\), the robot moves towards \(\xi_{\ell+1}\). There are two cases: (i) If \(\xi_\ell = (\pi_s, g_i)\) does not belong to a critical segment of \(\vartheta\), then the robot does not need to transmit data and can move directly to the next state \(\xi_{\ell+1} = (\pi_f, g_k)\) in \(\Xi\) by following the shortest path from \(\pi_s\) to \(\pi_f\) in \(\mathcal{M}\). Also the robot needs to perform the action \(g_i\) at \(\pi_f\) to gather data. (ii) If \(\xi_s\) corresponds to a critical segment \((\xi_s, \xi_{g_i}) \in \vartheta\), the robot needs to empty its buffer before reaching \(\xi_{\ell+1}\). Then, Alg. 1 is called first in the indirect mode for a desired number of episodes to improve \(\theta_{s,g_i}\). Afterwards, Alg. 1 is called in the direct mode to update \(\chi\) and \(\theta_{s,g_i}\).

It is worth mentioning that the policy parameter \(\theta_{s,g_i}\) is saved for each critical segment \((\xi_s, \xi_{g_i}) \in \vartheta\) and used as the initial \(\theta\) in Alg. 1 each time the robot traverses \((\xi_s, \xi_{g_i})\). Furthermore, each time the robot runs Alg. 1 for the segment \((\xi_s, \xi_{g_i})\), not only the policy parameter \(\theta_{s,g_i}\) but also the model \(\chi\) are improved. The model \(\chi\) can be used in Alg. 1 as the updated model for all critical segments, by only changing the reward function (given the initial and final states of the current critical segment). The above process repeats itself for all consecutive segments \((\xi_s, \xi_{g_i}) \in \Xi\) in (6) until the system is stopped. Notice that over time, while the robot keeps executing the plan and exploring the workspace, the model \(\chi\) becomes accurate in terms of its ability to represent the real world. Consequently, the control policy for each critical segment \((\xi_s, \xi_{g_i}) \in \vartheta\), i.e., the parameter \(\theta_{s,g_i}\), will converge to a steady value as shown in Theorem 1.

Theorem 2: (I) \(\text{Trace}_{R} R \models \varphi\); (II) \(\varphi_{\mathcal{T}}(t), T(t)\) satisfies (1), \(\forall t \geq 0\); (III) \(b(t)\) satisfies (2), (3), \(\forall t \geq 0\).

Proof: The first part is ensured by the correctness of the discrete plan \(\Xi\) and the model-checking process. The second and third parts are guaranteed by the construction of the critical segments \(\vartheta\) and Alg. 1. Particularly, while executing \(\Xi\), the robot buffer size increases when the robot performs a data-gathering action and is emptied when the robot learns the dynamic policy for each critical segment. Note that the proposed approach does not necessarily provide the optimal solution of (4), as the discrete plan \(\Xi\) is synthesized without full knowledge of the wireless network.

B. Computational Complexity

The size of the roadmap \(\mathcal{M}\) depends on the number of waypoints. Then the size of \(\mathcal{R}\) is polynomial in \(|\mathcal{M}|\) and the robot action model is typically small. The algorithm in [5] to construct \(\Xi\) has complexity \(\cal{O}(|R| \cdot 2^{2|m|})\), i.e., polynomial in the size of \(\mathcal{R}\) and double-exponential in the length of \(\varphi\) [11]. Lastly, as also discussed in [22]. The learning space of Alg. 1 lies in \(\mathbb{R}^2\), independent of the size of \(\chi\). The complete complexity is linear to the length of the discrete plan \(\Xi\), particularly the number of critical segments in \(\vartheta\).

VI. CASE STUDY

This section presents simulation results for the proposed approach. All algorithms are implemented in Python 2.7 and are available in [26]. The simulations are carried out on a laptop (3.06GHz Duo CPU and 8GB of RAM).
A. System Description

A robot that satisfies the first-order dynamics is deployed in the workspace shown in Figure 3. Its maximum velocity is set to 1 m/s. It has buffer size of 80 data units. The workspace has size 100m × 45m and is partitioned into regions that resemble an office environment. The control sampling time is chosen to be 1s. The wireless network consists of one data center located at (2, 2), four relay nodes located at (85, 2),(10, 42),(70, 42),(40, 2), respectively, and the robot. Furthermore, we use the model discussed in [11] to estimate the channel quality: \( P_{kk} \sim L_0 - 10 n \cdot \log (||p_k - p_{k'}||) - W(p_k, p_{k'}) - F_{kk'}, \) where \( p_k, p_{k'} \in W \) are the positions of nodes \( k, k' \in K; L_0 > 0 \) denotes the measured power at a distance \( d_0 > 0 \) from the source, \( n \) is a path loss exponent, \( W(p_k, p_{k'}) \) is a non-smooth function that models shadowing effects, and \( F_{kk'} \) is a Gaussian random variable that models fading effects. Using the signal strength, we can generate samples of the packet error rate and thus the transmission rate \( R_{kk} \). We set \( L_0 = 10, n = 0.1 \) and the effect of \( W, F \) is represented by a 40% uniform uncertainty.

The robot is capable of performing three actions \((g_1, g_2, g_3)\) to collect type-1, type-2, and type-3 data over four regions of interest \(r_1, r_2, r_3, r_4\), located at (55, 37), (23, 24), (84, 13), (75, 42), as shown in Figure 1. Moreover, the actions \( g_1, g_2, g_3 \) gather 40, 50, 70 units of data, respectively. Initially, the robot starts from \( r_1 \). The robot is tasked with infinitely often gathering type-2 data at region \( r_2 \) and type-1 data at region \( r_1 \), visiting region \( r_3 \) before gathering type-3 data at region \( r_4 \), and then gathering type-1 data at region \( r_2 \), i.e., \( \varphi = (\bigcirc (r_2 \land g_2)) \land (\bigcirc (r_1 \land g_1)) \land (\bigcirc (r_3 \land g_3)) \land (\bigcirc (r_4 \land g_4)) \). It can be seen that none of the two data-gathering actions can be performed consecutively by the robot without emptying its buffer first.

B. Simulation Results

Following Section V, first, a roadmap of 150 nodes and 810 edges is constructed as shown in Figures 1-3. Then it took 0.6s for the synthesis algorithm in [5] to find the discrete plan \(\Xi\), of which the repetitive suffix is \([r_1, g_1, r_2, g_2, r_3, g_3, r_4, g_4, r_3]\) and shown in Figure 1. Lastly, the sequence of critical segments is derived as \(\vartheta = [(r_1, g_1), (r_2, g_2), (r_4, g_4), (r_3, g_3), (r_2, g_2)]\), which contains four repeated critical segments. For each critical segment, we initialize the RL algorithm by \(\theta = [1.0, 0.1], \epsilon = 0.5, \lambda = 0.99\) and the step size \(\gamma = 1/k, \beta = 1/k^2\); for \(k = 1, \ldots, K\), where \(K\) is the number of times that the suffix of \(\Xi\) is repeated. The initial model \(\chi_0\) is derived by (7), which has 12150 nodes and 65610 transitions. Then Alg. 1 is called for 10 episodes of indirect learning and 1 episode of direct learning, for each critical segment in \(\vartheta\). We perform 30 executions of \(\Xi\) and every critical segment is executed once during each execution. It took 95s in total and the evolution of \(\theta\) for two critical segments is shown in Figure 4, which shows that \(\theta\) converges to a local optimal as proven in Theorem 1. Note that a different final value of \(\theta\) is reached for different segments. For instance, \(\theta\) converges to \([2.13, 0.09]\) for segment \([(r_1, g_1), (r_2, g_2)]\); and to \([2.56, 0.14]\) for segment \([(r_2, g_2), (r_4, g_4)]\). Furthermore, given the final values of \(\theta\), we performed 200 Monte-Carlo simulations of the robot executing the plan \(\Xi\) by following the policies in (10). The distribution of the total cost of the resulting trajectories is shown in Figure 5. The simulation videos of the first and final learning process are available at [27].

C. Comparisons

1) Product-based Approach: As mentioned in Section V-B, assuming that the system model \(\chi\) is fully known, the product-based approach proposed in [17] (based on Linear Programming) and in [22] (based on Actor-critic RL) requires first the full construction of motion and action model \(\chi\) (which has 12482 states and 191242 edges) and the Deterministic Robin Automaton (DRA) \(\mathcal{A}_\varphi\) associated with \(\varphi\) [1] (which has 42 states, 210 edges and 2 accepting
pairs). Then, the product automaton between $\chi$ and $A_{\phi}$ can be constructed (which has $5.2 \times 10^5$ states and $3.1 \times 10^6$ edges and 2 accepting pairs). The resulting policy drives the system to reach and remain within the accepting maximum end components (AMEC). Table I compares the complexity and performance of these three approaches. It can be seen that while the average total cost via the product-based approach is smaller than our approach, the computational time and memory complexity is much higher due to the enormous size of the product automaton and the complexity of evaluating the feature vector for each state as proposed in [22]. Implementation details can be found in [26].

2) Adaptive Shortest Path Strategy: One simple control strategy to overcome uncertainties in the communication network is via the adaptive shortest path. Namely, the robot follows the shortest path to reach a goal state in $\chi$. Each time it reaches a new state, it checks if its current buffer size is less than the expected size at this state. If not, it waits there and uploads data until this condition holds. This strategy ensures the robot buffer will never overflow, but can be quite inefficient when the uploading rate has large uncertainty and particularly falls below the expected value. We performed 200 Monte-Carlo simulations of the robot executing $\Xi$ by this strategy. The distribution of total cost for each critical segment is shown in Figure 5. It can be seen that the proposed approach reduces greatly the control effort for each critical segment and thus the whole plan.

VII. Conclusion and Future Work

In this work we propose a joint robot motion and communication control strategy that guarantees the satisfaction of a data-gathering task subject to buffer constraint and wireless network routing constraint. The task execution, workspace exploration and parameterized control policy learning are all performed online and simultaneously. Compared with existing work, it does not assume a fully-known environment model and avoids constructing the product automaton. Future work involves multiple-robot systems.