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Abstract—We consider a team of heterogeneous robots which
are deployed within a common workspace to gather different
types of data. The robots have different roles due to different
capabilities: some gather data from the workspace (source robots)
and others receive data from source robots and upload them to a
data center (relay robots). The data-gathering tasks are specified
locally to each source robot as high-level Linear Temporal Logic
(LTL) formulas, that capture the different types of data that need
to be gathered at different regions of interest. All robots have a
limited buffer to store the data. Thus the data gathered by source
robots should be transferred to relay robots before their buffers
overflow, respecting at the same time limited communication
range for all robots. The main contribution of this work is a
distributed motion coordination and intermittent communication
scheme that guarantees the satisfaction of all local tasks, while
obeying the above constraints. The robot motion and inter-robot
communication are closely coupled and coordinated during run
time by scheduling intermittent meeting events to facilitate the
local plan execution. We present both numerical simulations
and experimental studies to demonstrate the advantages of the
proposed method over existing approaches that predominantly
require all-time network connectivity.

Index Terms—Networked Robots, Linear Temporal Logic,
Motion and Task Planning, Intermittent Communication.

I. INTRODUCTION

MANY applications involve robots that are deployed in a
workspace to gather different types of data and upload

them to a data center for processing. For instance, teams of
unmanned ground vehicles (UGV) can monitor the tempera-
ture, humidity, and stand density in large forests or teams of
unmanned aerial vehicles (UAV) can monitor the behavior of
animal flocks and growth of the crops in farmlands [1]. Due to
heterogeneous sensing and motion capabilities, the robots in
these applications can gather different types of data in different
regions within the workspace. Thus the robots can be assigned
local data-gathering tasks that vary across the team [1]. In
this work, we employ Linear Temporal Logic (LTL) as the
formal language to describe complex high-level tasks beyond
the classic point-to-point navigation. A LTL task formula is
usually specified with respect to an abstraction of the robot
motion [2], [3]. Then a high-level discrete plan is found using
off-the-shelf model-checking algorithms [4], and is executed
through low-level continuous controllers [5]. This framework
can be extended to allow for both robot motion and actions in
the task specification [6].
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The above framework has also been applied to multi-robot
systems either in a top-down approach where a global LTL task
formula is assigned to the whole team of robots [3], [7]–[9], or
in a bottom-up manner where an individual LTL task formula
is assigned locally to each robot [10], [11]. Here, we favor
the latter formalism as it provides a more natural framework
to model independent temporal tasks within large teams of
robots that have heterogeneous capabilities. Specifically, we
consider two types of robots: source robots that are assigned
local tasks to gather different types of data in different regions
in the workspace, and relay robots that receive data from
source robots and upload them directly to a data center. All
robots have a limited buffer to store the data. Thus the data
gathered by source robots should be transferred to relay robots
before the buffers overflow. Moreover, all robots have a limited
communication range, so that they can only communicate
when they are sufficiently close to each other.

Communication in the field of mobile robotics has typically
relied on constructs from graph theory, with line-of-sight
models [12], [13] and proximity graphs [14]–[19] gaining
the most popularity. In most of these problems, the property
of interest is connectivity of the communication network as
this allows reliable delivery of information between any pair
of robots. Approaches that ensure connectivity for all time
either maintain all initial communication links between the
robots provided that the initial communication network is
connected [14], [19]–[21], or allow for addition and removal
of communication links while ensuring that the connectivity
requirement is not violated [15]–[18], [22], [23]. Realistic
communication models have recently been proposed in [24]–
[26] that take into account path loss, shadowing, and multi-
path fading. The above approaches enforce all-time connec-
tivity thus are rather restrictive. Intermittent communication
frameworks, on the other hand, allow the robots to occa-
sionally disconnect from the team and accomplish their tasks
free of communication constraints. Intermittent communica-
tion in multi-agent systems has been studied in consensus
problems [27], coverage problems [28], and in delay-tolerant
networks [29], [30]. The common assumption in these works is
that the communication network is connected infinitely often.
In our recent work [31]–[33], we proposed an intermittent
connectivity control strategy that ensures the whole team is
connected infinitely often for coverage and path optimization
problems. However, local high-level temporal tasks are not
considered there nor is a model of inter-robot data transfer.

The constraint of limited buffer size is of practical impor-
tance especially for time-critical data-gathering applications
and for local temporal tasks that require an infinite sequence
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of data-gathering actions. The work in [34] considers a single
robot transferring data between locations. The proposed ap-
proach minimizes the time interval between two consecutive
data-uploading time instants. But it does not explicitly model
the evolution of the robot’s buffer or the inter-robot com-
munication. Similar buffer constraints are considered in [35]
for multi-robot frontier-based exploration. However locally-
assigned data-gathering tasks described by LTL formulas
are not considered there, nor are communication constraints.
Another related area is temporal logic task planning under
resource constraints. The work in [36] considers a global
surveillance task performed by multiple aerial vehicles subject
to battery charging constraints. The multi-vehicle routing prob-
lem considered in [37] proposes a solution based on Mixed-
Integer Linear Programming (MILP), which can potentially be
extended to include resource constraints.

The main contribution of this work lies in the development
of an online distributed framework that jointly controls local
data-gathering tasks and data transfer communication events,
so that the buffers at every robot never overflow. The proposed
framework guarantees the satisfaction of all local tasks speci-
fied as LTL formulas, without imposing all-time connectivity
on the communication network. The efficiency of the proposed
framework compared to a centralized approach and two static
approaches is demonstrated via numerical simulations and
experimental studies. To the best of our knowledge, this is the
first distributed data-gathering framework under intermittent
communication that is also online. This work is built on
preliminary results presented in [38]. Compared to [38], the
real-time control and coordination algorithm presented here is
more efficient as it allows the relay robots to swap meeting
events in order to faster service the source robots, while it
also accounts for robot failures, dynamic robot membership,
and fixed data centers. Furthermore, more extensive numerical
simulations are presented, as well as experimental results
showing the capabilities of our method.

The rest of the paper is organized as follows: Section II
introduces some preliminaries on LTL and Büchi Automata.
Section III formulates the problem. Section V discusses the
proposed dynamic approach to joint data-gathering and in-
termittent communication control. Numerical simulations and
experiment studies are shown in Sections VII and VIII, re-
spectively. We conclude in Section IX.

II. PRELIMINARIES ON LTL

Atomic propositions are Boolean variables that can be either
true or false. The ingredients of an LTL formula are a set
of atomic propositions AP and several boolean and temporal
operators, with the following syntax [4]:

ϕ ::= > | p | ϕ1 ∧ ϕ2 | ¬ϕ | © ϕ | ϕ1 Uϕ2,

where > , True, p ∈ AP and © (next), U (until),
⊥ , ¬>. For brevity, we omit the derivations of other
useful operators like � (always), 3 (eventually), ⇒ (impli-
cation). The semantics of LTL is defined over the infinite
words over 2AP . Intuitively, σ ∈ AP is satisfied on a word
w = w(1)w(2)w(3) . . . ∈ (2AP )ω if it holds at w(1), i.e., if

σ ∈ w(1). Formula ©ϕ holds true if ϕ is satisfied on the
word suffix that begins in the next position w(2), whereas
ϕ1 Uϕ2 states that ϕ1 has to remain true until ϕ2 becomes
true. Finally, 3ϕ and �ϕ are true if ϕ holds on w eventually
and always, respectively. We refer the readers to Chapter 5
of [4] for the full definition of LTL syntax and semantics.

The language of words that satisfy an LTL formula ϕ
over AP can be fully captured through [4] a Nondeter-
ministic Büchi automaton (NBA) Aϕ, defined as Aϕ =
(Q, 2AP , δ, Q0, F ), where Q is a set of states; 2AP is the
set of all allowed alphabets; δ ⊆ Q× 2AP ×Q is a transition
relation; Q0, F ⊆ Q are the set of initial and accepting states,
respectively. The process of constructing Aϕ can be done in
time and space 2O(|ϕ|), where |ϕ| is the length of ϕ [4]. There
are fast translation tools [39], [40] to obtain Aϕ given ϕ.

III. PROBLEM FORMULATION

A. Robot Model

Consider a team of N dynamical robots where each
robot i ∈ N , {1, 2, · · · , N} satisfies the unicycle dynamics:

ẋi = vi cos(θi), ẏi = vi sin(θi), θ̇i = ωi, (1)

where pi(t) = (xi(t), yi(t)) ∈ R2, θi(t) ∈ (−π, π] are
robot i’s position and orientation at time t > 0. The control
inputs are given by ui(t) = (vi(t), ωi(t)) as the linear
and angular velocity. Each robot has a reference linear and
angular velocities denoted by vrefi and ωrefi , which are used
later to estimate the traveling time. The workspace is a
bounded 2D area W ⊂ R2, within which there are clusters of
obstacles O ⊂ W . The free space is denoted by F = W\O.
Note that all robots are assumed to be point masses and robot
collision is not considered here.

As mentioned in Section I, the robots are categorized into
two subgroups, denoted by N l, N f ⊂ N so that N l ∪N f =
N and N l ∩ N f = ∅. Every robot i ∈ N f is equipped with
short-range wireless units and can only send and receive data
from other robots j such that ‖pi(t)−pj(t)‖ ≤ ri, where ri >
0 is the communication range, ∀j ∈ N . On the other hand,
robots in N l are equipped with long-range wireless units and
have the extra function to upload their stored data to a remote
data center. In other words, robots in N f are responsible for
gathering data about the workspace while robots in N l are
in charge of uploading these data to the data center. In the
sequel, we simply refer to robots in N f as source robots and
robots in N l as relay robots. Note that there is at least one
source and relay robot, i.e., it holds that |N f |, |N l| ≥ 1.

Remark 1. The fact that the relay robots can upload their
stored data immediately to the data center is due to their
long-range communication capabilities. This assumption can
be relaxed by choosing several fixed data centers within the
workspace that the relay robots need to visit and upload their
data. More details are provided in Section VI-A. �

B. Data-gathering Tasks

Each source robot i ∈ N f has a local data-gathering task
associated with different regions in the freespace. Denote



by Πi = {πi,1, πi,2, · · · , πi,Mi
} the collection of these re-

gions, where πi,` ⊂ F , ∀` = 1, 2, · · · ,Mi and Mi > 0.
They contain information of interest. Moreover, there is a
set of data-gathering actions that robot i can perform at
these regions, denoted by Gi = {gi,0, gi,1, gi,2, · · · , gi,Ki},
where gi,k means that “type-k data is gathered by robot i”,
∀k = 1, 2, · · · ,Ki and Ki ≥ 1. By default, gi,0 means
doing nothing. The time needed to perform each action by
robot i ∈ N f is given by function Zi : Gi → R+.

With a slight abuse of notation, we denote the set of
robot i’s atomic propositions by APi = {πi,` ∧ gi,k, ∀πi,` ∈
Πi,∀gi,k ∈ Gi}, where each proposition πi,` ∧ gi,k stands for
“robot i gathers type-k data at region πi,`”. Over these atomic
propositions, we can specify a high-level data-gathering task,
denoted by ϕi, following the LTL semantics in Section II.
Simply speaking, ϕi specifies the desired sequence of data-
gathering actions to be performed at certain regions of interest
within the workspace. Note that LTL formulas allow us to
specify data-gathering tasks of finite or infinite executions.
For instance, ϕi = 3((πi,1 ∧ gi,2) ∧ 3(πi,3 ∧ gi,4)) means
that “robot i should gather type-2 data at region 1, then type-
4 data at region 3”, or ϕi = �3(πi,6∧ gi,7)∧�3(πi,7∧ gi,2)
means that “robot i should infinitely often gather type-7 data
at region 6 and type-2 data at region 7”.

Remark 2. It is worth mentioning that relay robots j ∈ N l

do not have local tasks as their goal is to communicate
with source robots and upload data to the data center. This
assumption can be relaxed and is part of our future work. �

C. Buffer Size and Communication Constraints

Each robot i ∈ N has a limited buffer to store data. To
simplify the formulation, we quantify the data size into units,
i.e., robot i has a buffer to store a maximum number of Bi > 0
units of data, ∀i ∈ N . Furthermore, denote by bi(t) ∈ N≥0 the
number of data units stored in the buffer of any robot i ∈ N
at time t ≥ 0. Note that bi(0) = 0, ∀i ∈ N . It must hold
that bi(t) ≤ Bi, ∀t ≥ 0 such that the buffer of robot i does not
overflow. Whenever robot i ∈ N f performs a data-gathering
action gi,k ∈ Gi at time t, bi(t) changes as follows:

bi(t
+) = bi(t

−) +Di(gi,k), (2)

where Di : Gi → Z+ is the number of data units gathered
by performing action gi,k ∈ Gi; bi(t−) and bi(t

+) are the
number of data units at robot i’s buffer before and after the
action gi,k is performed at time t ≥ 0. If bi(t+) > Bi, then
this action gi,k can not be performed as it will lead to buffer
overflow. We assume that Di(gi,k) ≤ Bi, ∀gi,k ∈ Gi, meaning
that any action can be performed when the buffer is zero.

Moreover, any two robots can send and receive data when
they are within each other’s communication range. In partic-
ular, denote by cij : R → Z+ the data transfer map from
robot i to robot j at time t > 0. When robot i transfers cij(t)
units of data to robot j, their stored data units change by:

bi(t
+) = bi(t

−)− cij(t) and bj(t+) = bj(t
−) + cij(t), (3)

where bi(t+) and bi(t−) (or bj(t+) and bj(t−)) are the stored
data units of robot i (or robot j) before and after the data

transfer. To allow this transfer, two conditions must hold:
(i) cij(t) ≤ bi(t−) so that robot i has enough data to transfer;
and (ii) bj(t+) ≤ Bj so that robot j’s buffer does not overflow.

At last, as mentioned earlier, any relay robot j ∈ N l has
an extra function to upload its stored data to the remote data
center. Denote by dj : R→ Z+ the upload function of robot j
at time t > 0. When robot j uploads dj(t) units of data to the
data center, its stored data changes as follows:

bj(t
+) = bj(t

−)− dj(t), (4)

where bj(t
+) and bj(t

−) are defined similarly as before.
Clearly, the uploaded data must not be more than the stored
data, i.e., dj(t) ≤ bj(t−) and bj(t+) ≥ 0.

D. Problem Statement

Consider a team of N robots, consisting of Nf source
robots and N l relay robots, that all satisfy the dynamics (1).
Each robot i ∈ N has a limited communication rage ri and a
maximum buffer size Bi. The robots’ onboard buffers change
according to (2)-(4). Furthermore, each source robot i ∈ N f

is assigned a data-gathering task captured by an LTL formula
ϕi over APi. The problem we address in this paper is (i)
the design of motion controllers ui and action events Di

that satisfy the local tasks ϕi, ∀i ∈ N f ; as well as (ii) the
design of sequences of communication events cij and dj that
ensure data delivery to the data center without buffer overflow,
∀i ∈ N f and ∀j ∈ N l. Moreover, we seek a solution that
is distributed and online, meaning that there is no central
coordinator that collects all information and determines the
robots’ motion and actions.

Note that, even though data storage is nowadays very cheap
and for many practical purposes can be considered unlimited,
setting a buffer limit has the advantage that it forces the
robots to relay the gathered data to the data center more
frequently, before this limit is reached. Thus, buffer constraints
can be used to model urgency for communication and they are
important in case of time critical tasks. Such tasks can range
from multi-robot surveillance where the urgency to collect
information to a data center is related to quicker response times
to possible situations, to cooperative transportation where
buffer limits can be used to model the loads that the robots
can carry and transport to each other. Note that imposing
time constraints (compared to buffer constraints that indirectly
model urgency to deliver data) would change completely the
problem formulation addressed in this paper and is part of our
future work.

Remark 3. Note that different from “top-down” ap-
proaches [7], [9], here the data-gathering tasks are assigned
locally to each source robot, not to the whole team. Each
source robot does not need to know the number of the other
source robots or their local tasks. �

IV. CENTRALIZED OPTIMAL SOLUTION

In this section, we present a centralized solution to the
considered problem, which is also the optimal solution.
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Figure 1: Illustration of the proposed solution in Section V. Each
source robot (in magenta, green, orange) synthesizes its own discrete
plan, which includes the regions of interest (in grey-filled circles), the
waypoints in between (in black-filled circles) and actions to perform
different regions. They coordinate with relay robots (in blue and red)
to meet, transfer and upload the gathered data (indicated by blue and
red arrows), before their buffers overflow. Note that each source robot
can coordinate with multiple relay robots, and vice versa.

The centralized solution consists of three major steps: (i)
the construction of a composed transition system for the
whole team, which encapsulates all robots’ motion and actions
(including data gathering, data upload and data exchange).
Particularly, the composed FTS is defined as

Ta , (Sa, →a, Sa,0, Ta, AP, La), (5)

where Sa = (Π1 × B1) × (Π2 × B2) × · · · (ΠN × BN )
is the set of composed states and Bi = {0, 1, · · · , Bi}.
Namely, state s ∈ Sa indicates the position and buffer size
of each robot. The transition relation →a⊂ Sa×Sa is defined
by (s, s′) ∈→a where s = (π1, b1) × · · · (πN , bN ) and
s′ = (π′1, b

′
1)× · · · (π′N , b′N ) if robot i is allowed to transition

from πi to π′i, and if the change in buffer size from bi to
b′i satisfies both the communication-range constraints and the
buffer dynamics defined in (2)-(4), ∀i ∈ N . The initial state
Sa,0 ∈ Sa is given by the initial position and buffer size of
the robots. The transition cost Ta :→a→ R+ measures the
time that each transition takes. AP = ∪i∈N fAPi is the set
of propositions. Lastly, the labeling function La : Sa → 2AP

reflects the data-gathering actions that have been performed by
the source robots at the regions of interest. (ii) The conjunction
of all source robots’ local tasks is defined as ϕa =

∧
i∈N f ϕi,

and the corresponding NBA is derived as Aϕa , as described in
Section II. (iii) Standard model checking algorithms [4] can be
used to search for a lasso-shaped path of Ta that satisfies ϕa.
These involve constructing the product automaton Pa between
Ta and the NBA Aϕa . To optimize the total plan cost both in
the plan prefix and plan suffix, defined as the accumulated
travel time, the synthesis algorithm from our earlier work [10]
can be used.

Note that the above solution has two serious drawbacks:
first, it is computationally intractable for systems with large
numbers of robots and complex tasks, due to the combina-
torial size of composed system and the double-exponential
complexity of the model-checking process [4]. Second, the
derived plan needs to be executed in a fully-synchronized way,

meaning that the next transition can be taken only if all robots
have completed their current transition. Not only does this
introduce heavy communication overhead for synchronization
but also this all-time synchronization may be infeasible due to
limited communication range considered here. More numerical
analyses can be found in Section VII.

V. DYNAMIC DATA-GATHERING AND INTERMITTENT
COMMUNICATION CONTROL

The proposed solution, as shown in Figure 1, consists
of three main parts: (i) the workspace abstraction and the
synthesis of local discrete plans; (ii) the coordination of
meeting events between source and relay robots, including the
initial coordination and the real-time coordination; and (iii) the
execution of local discrete plans and the data transfer protocol.

A. Local Discrete Plan Synthesis

Initially at time t = 0, each source robot i ∈ N f synthesizes
its local discrete plan to satisfy its local task ϕi. This plan is
given as an infinite sequence of regions to visit and the data-
gathering actions to perform at each region.

1) Road Map Construction: First, an abstraction of the
freespace F is constructed as a roadmap on which all robots
in N can move.

Definition 1. The roadmap over the freespace F is a weighted
and undirected graph M = (M, H, W ), where M is the set
of waypoints m ∈ R2, ∀m ∈ M , H ⊆ M × M indicates
whether two waypoints are connected, and W : H → R+ is
the Euclidean distance between two waypoints. �

To construct the roadmap M, in this work, we rely on the
triangulation algorithm for polygons with holes, see Chapter 6
in [41] and the package “poly2tri” in [42]. We omit the
algorithmic details due to limited space and refer the interested
readers to [38] and [43], [44] for different algorithms. An
example is shown in Figure 2. This roadmap allows the robots
to move among the waypoints without crossing the obstacles.

Using the roadmap M, we can construct a finite transition
system (FTS) to abstract the motion of each source robot i ∈
N f among its regions of interest within the freespace. Denote
this motion model by Ti = (Πi, →i, Πi,0, Ti), where Πi

is the set of regions of interest, →i⊆ Πi × Πi denotes the
transition relation, Πi,0 ∈ Πi is the region robot i starts from
initially, Ti :→i→ R+ approximates the time each transition
takes. Particularly, consider two regions of interest of robot i
denoted by πi,s, πi,f ∈ Πi. Denote by mi,s, mi,f ∈ M
the closest waypoints to the center points of πi,s and πi,f ,
respectively. Then, (πi,s, πi,f ) ∈→i if there exists a path
in M starting from mi,s to mi,f without crossing any other
waypoint mi,` ∈M that belongs to any other region πi,` ∈ Πi

with ` 6= s, f . Denote the shortest of those paths by Γi,sf =
mi,smi,s+1 · · ·mi,f , which can be obtained from a graph
search over M between mi,s and mi,f . Furthermore, for each
transition (πi,s, πi,f ) ∈→i, the time for robot i to traverse the
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Figure 2: Left: example of the constructed roadmap for the workspace
model in Section VII. Blue areas are boundaries and obstacles. The
waypoints and edges are shown by red points and lines; Right:
example of the discrete plans for three source robots a0, a1, a2 (in
blue, purple, yellow), with regions of interest marked by their labels.

associated path Γi,sf is computed by

Ti(πi,s, πi,f ) =
(∑f−1

k=s
‖mi,k, mi,k+1‖

)
/vref
i

+
(∑f−2

k=s
Θ(mi,s+1 −mi,s,mi,s+2 −mi,s+1)

)
/ωref

i ,
(6)

where vref
i , ωref

i are the reference linear and angular velocities
as defined in Section III, and the function Θ : R2 × R2 →
(−π, π] computes the angle between two 2D vectors. Note
that Ti(·) is only an estimate of the time it takes for robot i
to travel along each edge.

Given the motion abstraction Ti and the data-gathering
actions in Gi, the complete robot model can be constructed
as shown below; more details can be found in [6].

Definition 2. The complete robot model is the FTS Ri =
(Πi,R, →i,R, APi, Li, Πi,0,R, Ti,R), where Πi,R = Πi ×
Gi is the full state; →i,R⊆ Πi,R × Πi,R is the tran-
sition relation such that (〈πi,s, gi,`〉, 〈πi,f , gi,k〉) ∈→i,R
if (i) 〈πi,s, πi,f 〉 ∈→i and gi,k = gi,0, or (ii) πi,s = πi,f
and gi,`, gi,k ∈ Gi; APi are the atomic propositions from Sec-
tion III-B; the labeling function is defined as Li(〈πi,s, gi,`〉) =
{πi,s, gi,`}, ∀〈πi,s, gi,`〉 ∈ Πi,R; Πi,0,R = 〈Πi,0, gi,0〉
is the initial state; and Ti,R(〈πi,s, gi,`〉, 〈πi,f , gi,k〉) =
Ti(πi,s, πi,f ) + Zi(gi,k), ∀(〈πi,s, gi,`〉, 〈πi,f , gi,k〉) ∈→i,R is
the time measure. �

2) Local Plan Synthesis: The local plan of robot i, denoted
by τi,R, is an infinite path of Ri whose trace satisfies its
local task ϕi. We rely on the automaton-based model checking
algorithm [4], [10] to synthesize τi,R, whose description we
omit here due to limited space. Particularly, the local plan τi,R
has the prefix-suffix structure below and the minimum total
cost as the summation of prefix and suffix costs:

τi,R = π0
i,R π

1
i,R · · ·πki−1

i,R (πkii,R π
ki+1
i,R · · ·πKii,R)ω, (7)

where the state πki,R ∈ Πi,R, ∀k = 0, 1, · · · ,Ki and Ki > 0

is the total length, π0
i,R π

1
i,R · · ·πki−1

i,R is the prefix executed
only once and πkii,R π

ki+1
i,R · · ·πKii,R is the suffix to be repeated

infinitely often. τi,R provides an infinite sequence of motion
and data-gathering actions to be performed by robot i. Soft-
ware implementation details can be found in [10], [40].

Example 1. Consider the roadmap shown in Figure 2 within a
clustered workspace. Three robots are deployed with different
local tasks. For instance, robot a0 needs to visit r1, r2 and r3

in sequence and perform the action g1 at each region. The
resulting discrete plan τ0

i,R is shown in Figure 2. �

Note that each source robot i ∈ N f synthesizes τi,R locally
without coordination with other robots. Thus, robot i might not
execute τi,R successfully by itself without the help of relay
robots to transfer data, due to the infinite sequence of data-
gathering actions in τi,R and its limited buffer size.

B. Coordination of Intermittent Meeting-Events

To execute the plan of each source robot i ∈ N f , we need
to ensure that its stored data is transferred to at least one
relay robot j ∈ N l before its buffer overflows. The main
difficulty lies in the limited communication range for both
source and relay robots, meaning that both data transfer and
coordination are only possible when two robots are within
each other’s communication range. As discussed in Section I,
instead of imposing all-time connectivity as in most related
work [14], [16], [21]–[23], we propose here a distributed
online coordination scheme where the communication network
is allowed to become disconnected.

The key idea is to design a method that allows source and
relay robots each time they meet (i.e., connect to each other)
to negotiate when and where they should meet the next time,
while minimizing the waiting time at the new meeting location.
Afterwards, they move independently without communication,
until they meet again at the agreed location and time, and
the same procedure repeats. In the sequel, we present a
distributed coordination scheme for both the source robots and
relay robots to schedule meeting events, which is based on
online request and reply message exchanges, for four different
scenarios: (i) the initial coordination phase; (ii) the real-time
coordination for the next meeting event; (iii) the spontaneous
meeting event; and (iv) the swapping of meeting events.

1) Initial Coordination: Initially at t = 0, each source
robot needs to coordinate its first meeting event with at least
one relay robot. Denote by Ni(t) ⊂ N the set of robots
that robot i ∈ N can communicate with at time t ≥ 0,
i.e., Ni(t) = {j ∈ N | ‖pi(t) − pj(t)‖ ≤ r}. Then, denote
by N l

i (t) = Ni(0) ∩ N l the set of relay robots that a source
robot i ∈ N f is connected to at time t = 0. We impose the
following assumption on the initial configuration:

Assumption 1. At time t = 0, each source robot i ∈ N f is
connected to at least one relay robot j ∈ N l: N l

i (0) 6= ∅. �
Meeting requests by source robots: To begin with, every

source robot i ∈ N f needs to estimate where and when it
needs to meet with a relay robot j ∈ N l, given its discrete
plan τi,R. We consider the following problem.

Problem 1. For each source robot i ∈ N f , find the first
waypoint in the τi,R and the associated time that robot i needs
to meet with a relay robot and transfer data, before robot i’s
buffer overflows. �



To solve Problem 1, robot i ∈ N f needs to search through
the future sequence of states in τi,R and determine the first
state where the data stored in its buffer will exceed its buffer
size Bi if it has not met any relay robot to transfer its data
in the meanwhile. Denote by πkei,R ∈ τi,R this state and
by πkti,R ∈ τi,R the current state of robot i, where ke > kt ≥ 0.
Specifically, the index ke of πkei,R ∈ τi,R is the index such that∑ke

k=kt
Di(gi,`k)≤Bi,

∑ke+1
k=kt

Di(gi,`k)>Bi, (8)

where πki,R = 〈πi,sk , gi,`k〉, ∀kt ≤ k ≤ ke and Di(gi,`k) is the
number of data units gathered by action gi,`k from (2). Thus,
the buffer is less or equal to its full capacity up to πkei,R, but
it will overflow at πke+1

i,R after performing action gi,`ke+1
.

Then, robot i calculates the route and the associated time
to transition from πkei,R to πke+1

i,R . Without loss of generality,
let πkei,R|Πi = πi,si and πke+1

i,R |Πi = πi,fi . The shortest path
from πi,si to πi,fi is given by Γi,sifi = mi,simi,si+1 · · ·mi,fi

from Section V-A1 and the associated time of reaching each
waypoint mi,si ∈ Γi,sifi is denoted by ti,ki ∈ Ti,sifi ,
where Ti,sifi = ti,siti,si+1 · · · ti,fi and si ≤ ki ≤ fi. The
time sequence Ti,sifi is calculated using the reference linear
and angular velocities by (6). As a result, the request message
from a source robot i ∈ N f to a relay robot j ∈ N l

i (0) at
time t = 0, denoted by Reqij(0), is given by

Reqij(0) = (Γi,sifi , Ti,sifi), ∀j ∈ N l
i (0), (9)

where Γi,sifi and Ti,sifi are defined above. Simply speaking,
robot i is requesting that robot j should come to meet at any of
the waypoints within Γi,sifi at the associated time in Ti,sifi .

Replies by relay robots: Upon receiving the requests from
all source neighbors i ∈ N f

j (0), where N f
j (0) , Nj(0)∩N f ,

each relay robot j ∈ N l should decide the location and time
to meet each source robot i ∈ N f

j (0) and reply accordingly.
Denote by Repji(0) the reply message from robot j to robot i
at time t = 0, which has the following structure:

Repji(0) = (mji, tji), ∀i ∈ N f
j (0) (10)

where mji ∈ M is the waypoint where robots i, j will meet
and tji > t is the time of the meeting event.

Particularly, given the requests Reqij(0) = (Γi,sifi , Ti,sifi)

by (9), ∀i ∈ N f
j (0), we intend to find a path Γj(0) =

mj,1mj,2 · · ·mj,Sj , where mj,sj ∈M , ∀sj = 1, 2, · · · , Sj and
an associated time sequence Tj(0) = tj,1tj,2 · · · tj,Sj such that
the following two conditions hold. Condition one: Γj should
intersect with Γi,sifi exactly once, i.e., there exists exactly
one waypoint mji ∈ Γi,sifi that mji ∈ Γj , ∀i ∈ N f

j . Without
loss of generality, let mji = mi,kji where si ≤ kji ≤ fi
and mji = mj,sji where 1 ≤ sji ≤ Sj ; Condition two: Γj
should minimize the sum of the differences in the predicated
meeting time between robot j and each i ∈ N f

j (0), i.e.,∑
i∈N fj

|ti,kji−tj,sji |, where ti,kji ∈ Ti,sifi and tj,sji ∈ Tj are
the corresponding time instances of reaching mji in Γi,sifi(0)
and Γj(0), respectively. Formally, we state the problem below.

Problem 2. Given Reqij(0) = (Γi,sifi , Ti,sifi), ∀i ∈ N f
j (0),

compute Γj(0) such that both conditions above hold. �

Problem 2 is closely related to the well-known traveling
salesman problem (TSP) [45] but with three distinctions: the
set of waypoints to be visited is to be determined by the
solution; there is no need to return to the starting waypoint; and
the cost is defined as the total waiting time over each waypoint
instead of the total travel distance. The above problem is NP-
hard [41] as it contains the TSP as a special case. A similar
formulation appears in the computer wiring problem as dis-
cussed in [45]. To find the exact solution to Problem 2, we can
transform it into a generalized TSP. In particular, let N f

j,+ =

N f
j ∪ {j} ∪ {ν}, where N f

j is the set of source neighbors
that robot j is connected to and ν is an artificial node. Recall
that the requests Reqij(0) = (Γi,sifi , Ti,sifi) satisfy Γi,sifi =
mi,simi,si+1 · · ·mi,fi and Ti,sifi = ti,siti,si+1 · · · ti,fi . For
ease of notation, let Isfi , {si, si + 1, · · · , fi}.

As mentioned in condition one, Γj intersects with Γi,sifi
exactly once, ∀i ∈ N f

j . Let this happen at the (ki)th element
of Γi,sifi , where ki ∈ Isfi , ∀i ∈ N f

j . Let us define first the set
of waypoints Υ = {mj,0,mν,0,mi,ki ,∀i ∈ N f

i ,∀ki ∈ Isfi },
which includes all waypoints within each source robot i’s path
segment Γi,sifi and mj,0 = mν,0 , (xj(0), yj(0)). Note that
ν is an artificial node at the end of Γj . Also, to simplify the
notation, we set Isfj , {kj,0} and Isfν , {kν,0}, where kj,0 =

kν,0 , 0 denote the first and the only element associated with
nodes j and ν, respectively. Furthermore, we define a cost
function c : Υ×Υ→ R≥0 between any two nodes in Υ such
that: (i) for all i, h ∈ N f

i , it holds that

ckikh , |ti,ki + Tj(mi,ki ,mh,kh)− th,kh |, (11)

where ∀ki ∈ Isfi and ∀kh ∈ Isfh , where ti,ki , th,kh are the
associated time instants of mi,ki ,mh,kh obtained from Ti,sifi
and Th,shfh and the function Tj(·) is the time it takes robot j to
travel from mi,ki to mh,kh , which can be computed similarly
to (6); (ii) for all i ∈ N f

i ∪ {j}, ckikν = 0, ∀ki ∈ Isfi ; and
(iii) for all i ∈ N f

i , ckνki = +∞, ∀ki ∈ Isfi , and ckνkj =
0. Furthermore, let βkikh ∈ B be a Boolean variable so
that βkikh = 1 if Γj contains a segment from mi,ki to mh,kh ,
and is 0 otherwise, ∀ki ∈ Isfi , ∀ki ∈ Isfi and ∀i, h ∈ N f

j,+.
Given the above notations, we can formulate the following
integer linear program (ILP) on the variables {βkikh}:

min{βkikh}
∑

ki, kh∈Isfi,h; i,h∈N fj,+

ckikh · βkikh (12)

s.t.
∑

kh∈Isfh ;h∈N fj,+

βkhki =
∑

h∈N fj,+; kh∈Isfh

βkikh , (12a)

∀ki ∈ Isfi , ∀i ∈ N f
j,+;∑

ki, kh∈Isfi,h;h∈N fj,+

βkikh = 1, ∀i ∈ N f
j,+; (12b)

αki − αkh + (Nf
j + 1) · βkikh ≤ Nf

j , (12c)

∀ki, kh ∈ Isfi,h; ∀i, h ∈ N f
j ∪ {ν};

where the notation ki, kh ∈ Isfi,h is equivalent to ki ∈ Isfi
and kh ∈ Isfh , similar arguments hold for ki, kj ∈ Isfi,j ;
and αki ∈ Z is used to avoid the existence of multiple cycles,



∀ki ∈ Isfi and ∀i ∈ N f
j ∪{ν}. The first two constraints (12a)-

(12b) ensure that exactly one element of Γi,sifi is intersected
by Γj , ∀i ∈ N f

j . The last constraint (12c) and the definition
of variables {αki} ensure that all the waypoints mki and mkh

that satisfy βkikh should belong to one big cycle where mν,0 is
the last waypoint and is connected to mj,0. Simply speaking,
assume that an additional cycle of waypoints (excluding mj,0)
with length Nc > 0 appears in Γj . Summing up the inequal-
ities within (12c) for all waypoints contained in that cycle
would yield Nc·(Nf

j +1) ≤ Nc·Nf
j , leading to a contradiction.

More details can be found in [45].
The ILP problem by (12) has

(
N̂
2

)
Boolean variables and N̂

integer variables, where N̂ =
∑
i∈N fj,+

|Γi,sifi | is the total

number of waypoints and
(
N̂
2

)
is the binomial coefficient. Thus

the complexity of (12) is closely related to the number of
source robots that each relay robot initially connects to and
their request messages. Note that (12) always has a solution
as each relay robot j ∈ N l can reach any waypoint in M
(thus any waypoint in Γi,sifi ). Lastly, given the solutions Γj
and Tj , the replies Repji(0) can be derived as: mji = mi,ki

and tji = ti,ki , ∀i ∈ N f
j (0). Note that during the transition

(mj,s,mj,s+1) ∈ Γj , robot j can intersect with Γi,sifi more
than once but no data exchange will take place with robot i.

Remark 4. If the waiting time of some source robots are
penalized more than other source robots, we can readily
incorporate this aspect by imposing static priorities within
the source robots in Problem 2, by adding different weights in
front of the waiting time ckikh · βkikh . �

Confirmation by source robots: Upon receiving the
replies Repji(0) from all relay robots j ∈ N l

i (0), each source
robot i ∈ N f evaluates these replies and sends confirmations
back. In particular, denote by Confij(0) the confirmation
message from the source robot i to robot j ∈ N l

i (0) at time 0
so that Confij(0) = > if robot i confirms the meeting location
and time with robot j, while Confij(0) = ⊥ if robot i refuses
the reply and thus is not committed to the meeting event with
robot j. Given the replies Repji(0) = (mji, tji), ∀j ∈ N l

i (0),
robot i chooses the relay robot j?i ∈ N l

i (0) that yields the
minimum waiting time for itself at the first meeting event, i.e.,

j?i = argminj∈N li (0)|tji − ti,kji |, (13)

where si ≤ kji < fi satisfies that mi,kji = mji.
Then, Confij?i (0) = >, for j?i above, while Confij?i (0) = ⊥,
∀j ∈ N l

i (0) and j 6= j?i . Thus robot i marks mi,kj?
i

as the
meeting location with robot j?i at time ti,kj?

i
.

On the other hand, after receiving the confirmation mes-
sages Confij(0) from source robots i ∈ N f

j (0), each relay
robot j ∈ N l removes the meeting event with each source
robot i from its path Γj(0) that was computed by (12)
if the confirmation message from the source robot i satis-
fies Confij(0) = ⊥, ∀i ∈ N f

j (0). In other words, each relay
robot j ∈ N l is only committed to meet the source robots that
have confirmed the meeting event.

2) Coordination for Next Meeting Event: After the initial
coordination, robots i and j?i will meet at the waypoint mj?i at
time t = tj?i i, ∀i ∈ N f . For the ease of notation, we replace j?i

by j in this section. Then, the data at robot i’s buffer will be
transferred to robot j’s buffer and will be uploaded to the data
center, see Section V-C2. When this happens, the two robots
will need to coordinate in order to determine their next meeting
event following the procedure described below.

First, robot i needs to determine again the segment of its
future plan when it should meet with a relay robot, before its
buffer overflows. The same equation as in (8) can be applied
given that the robot’s current buffer size is zero and πkti,R is the
current state. Denote the new request message by Reqij(t) =
(Γi,sifi , Ti,sifi), where Γi,sifi = mi,si · · ·mi,fi and Ti,sifi =
ti,si · · · ti,fi are defined analogously as before. Then, after
receiving the request, robot j needs to reply with its preferred
next location and time to meet with robot i, denoted by m+

ji

and t+ji, respectively. Let Γj(t) = mj,kj · · ·mj,fj be the
remaining path obtained by (12) at time t, and the associated
sequence of time instants is Tj(t) = tj,kj · · · tj,fj . Thus, the
last committed meeting location and time are given by mj,fj

and tj,fj . Then m+
ji can be chosen among Γi,sifi such that

moving from mj,fj to m+
ji yields the minimum waiting time

for robot i. Thus, it holds that m+
ji = mi,s+ji

and t+ji = ti,s+ji
,

where the index s+
ji satisfies that

s+
ji = argminsi≤sji≤fi‖tj,fj − ti,sji

+ Tj(mj,fj , mi,sji)‖,
(14)

where Tj(mj,fj , mi,sji) is the time to navigate from way-
point mj,fj to mi,sji . s

+
ji can be found by iterating through

all waypoints in Γi,sifi to find the minimum waiting time.
Therefore, the reply message from robot j to i is given
by Repji = (m+

ji, t
+
ji). After receiving the reply message,

robot i will send back the confirmation as Confij = > and
mark m+

ji as the next meeting location with robot j. On the
other hand, after the confirmation, robot j will concatenate its
path Γj with the shortest path from mj,fj to m+

ji within M

and mark m+
ji as the next meeting location with robot i.

3) Spontaneous Meeting Events: When there are more than
one relay robots in the team, it is possible that robot i ∈
N f
i meets with another relay robot j′ ∈ N l on its way to

meet the confirmed relay robot j?i . We call this situation a
spontaneous meeting event. In this case, robot i transfers the
stored data in its buffer to robot j′, and coordinates with j′

for the next meeting event in a similar way as described in
Section V-B2, but now robot i takes into account the fact
that it will meet with j?i at m+

j?i i
as previously confirmed.

Thus, the next path segment of Γi where robot i needs to
meet with a relay robot should be calculated as in (8) by
setting πkti,R = (m+

j?i i
, g0), i.e., robot i’s buffer is zero after

meeting robot j? at m+
j?i i

. After the coordination with robot j′,
robot i continues to meet robot j?i . In this way, a source robot
can meet and transfer data through all relay robots it has met,
instead of being restricted to the relay robot it was connected
to initially. Each time it coordinates with a new relay robot, it
takes into account the fact that it will meet with all the relay
robots it has committed to and particularly its buffer will be
empty after the last meeting event.

It is crucial that the source robot i still meets its initially
confirmed relay robot j?i (even with an empty buffer), after a
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Figure 3: Visualization for Example 2 of robots j1, j2’s paths before
and after the swapping algorithm presented in Section V-B4. Initial
position of robots j1 and j2 are indicated by filled stars.

spontaneous meeting with another relay robot j′ ∈ N l. Due
to the limited communication range, robot i can not inform
robot j?i to cancel the confirmed next meeting. If robot i
simply skips that meeting, robot j?i will wait for robot i at
the confirmed region indefinitely, which leads to a deadlock.

Remark 5. Note that source robots are not allowed to
transmit data to each other even when they are within the
communication range. This assumption can be relaxed and is
part of our ongoing work. �

4) Relay Robots Swap Meeting Events: Until now, we
have discussed the communication between source and relay
robots. In this part, we discuss how relay robots can com-
municate with each other and swap their committed meeting
events with source robots. Particularly, assume that two relay
robots j1, j2 ∈ N l meet at time t′ > 0. The remaining path and
the associated time stamps of robot j1 are given by Γj1(t′) =
mj1,kj1

· · ·mj1,fj1
and Tj1(t′) = tj1,kj1 · · · tj1,fj1 , respec-

tively. Similarly, Γj2(t′) = mj2,kj2
· · ·mj2,fj2

and Tj2(t′) =
tj2,kj2 · · · tj2,fj2 for robot j2. Our goal is to rearrange the
entries in Γj1 and Γj2 such that the total waiting time for
source robots is further reduced.

Clearly, the optimal way to rearrange Γj1 and Γj1 that
yields the minimum waiting time is to formulate a inte-
ger linear problem similar to (12). It can be thought of
as a traveling salesman problem with two salesmen. Here
we propose a greedy algorithm that takes advantage of the
ordered structure of Γj1 and Γj1 . First, we construct a
new sequence of 2-tuples Υ = (m1, t1)(m2, t2) · · · (mL, tL),
where L = |Γj1 | + |Γj2 |. It holds that ml = Γj1 [l1] and
tl = Tj1 [l1] with the index l1 that satisfies kj1 ≤ l1 ≤ fj1 ,
or ml = Γj2 [l2] and tl = Tj2 [l2] with the index l2 that
satisfies kj2 ≤ l2 ≤ fj2 , ∀l = 1, · · · , L. More importantly,
Υ is ordered by t1 ≤ t2 ≤ · · · tL, i.e., an increasing time
order according to which each waypoint should be visited.
Second, let Υ1 and Υ2 be two subsequences of Υ that we
want to construct. They are initialized by Υ1 = (mj1(t′), t′)
and Υ2 = (mj2(t′), t′), where mj1(t′) and mj2(t′) are the
waypoints robots j1 and j2 are located, respectively. Then we
iterate over each entry of (ml, tl) ∈ Υ and evaluate the waiting
time using (14) if the paths of robots j1 or j2 contain this
entry as their last meeting event. If robot j1 yields a smaller

waiting time, we add (ml, tl) to the end of Υ1; otherwise,
if robot j2 yields a smaller waiting time, we add (ml, tl) to
the end of Υ2. At last, Υ1 is decomposed into the new Γj1
and Tj1 for robot j1, while Υ2 is decomposed into the new Γj2
and Tj2 for robot j2. Since the above algorithm is greedy, we
can compare the total waiting time under the new paths Γj1
and Γj2 , which is then compared to the original total waiting
time. If the total waiting time is reduced, the updated Γj1
and Γj2 will be used; otherwise, the paths remain unchanged.
In this way, some of the meeting events are swapped between
relay robots j1 and j2 and the total waiting time is reduced.

Example 2. Consider two relay robots j1 and j2 with timed
paths (Γj1 , Tj1) and (Γj2 , Tj2) as shown in Figure 3. The
reference velocities are given in Section VII. The paths are
updated by the above algorithm to swap their meeting events.
The total waiting time is reduced from 43.3s to 12.1s. �

C. Real-time Execution

Real-time execution of the system consists of two essential
components: (i) the local plan execution of source robots and
(ii) the meeting events between source and relay robots.

1) Plan Execution: After the system starts, each source
robot i ∈ N f executes its discrete plan τi,R =
π0
i,R π

1
i,R · · ·πki−1

i,R (πkii,R π
ki+1
i,R · · ·πKii,R)ω , where πki,R =

〈πi,sk , gi,`k〉 ∈ Πi,R, ∀k = 0, 1, · · · ,Ki, which was derived
in Section V-A2. Starting from the initial position πi,s0 ,
robot i first navigates to region πi,s1 through the corresponding
path Γi,s0s1 . The control inputs follow the turn-and-forward
switching control: (C.1): vi = 0 and ωi = ωref

i ; and (C.2):
vi = vref

i and ωi = 0. The controller (C.1) is activated to turn
robot i towards the next waypoint in Γi,s0s1 and then, (C.2)
drives it forward with the reference speed.

Once robot i reaches πi,s1 , it performs the data-gathering ac-
tion gi,`1 there. After the action is completed, robot i navigates
to region πi,s2 through Γi,s1s2 and performs action gi,`2 there.
This procedure repeats itself until robot i reaches the (ke)th
state πkei,R according to (8). During this period of time, the
amount of data units stored in robot i’s buffer is increased
incrementally by Di(gi,`k) using (2), ∀k = 0, 1, · · · , ke. Then
on its way from state πkei,R to πke+1

i,R , robot i meets with
robot j?i at waypoint mj?i i

. It is ensured by the formulation
of (8) that the buffer is never overflowed and all data-gathering
actions can be performed before reaching πke+1

i,R . After the
meeting, robot i continues executing the rest of its plan
until the next meeting event with j?i or another relay robot.
Similarly, any relay robot j ∈ N l starts by executing the
path Γj derived from (12) at time 0, which is then modified
by adding new segments each time robot j coordinates with a
source robot about the next meeting event.

Remark 6. Note that if a different controller is used, such
as PID-based line following, then (6) needs to be updated
to reflect the estimation of traveling time between waypoints.
Furthermore, more complex robot dynamics can also be in-
corporated as long as the robot’s traveling time between two
waypoints can be well estimated. �



2) Meeting Events Execution: Assume that Γi,sifi =
mi,simi,si+1 · · ·mi,fi is the path that robot i follows to nav-
igate from mi,si to mi,fi , and assume also that its confirmed
meeting waypoint with robot j?i is mi,s? . Starting from mi,si ,
robot i moves towards mi,s? . Then two cases are possible:
(i) if robot j?i is already waiting at mi,s? , then robot i
continues moving towards mi,s? until robot j?i is within its
communication range. When this happens, robot i transfers
all the data stored in its buffer to robot j?i . As a result, the
stored data units in the buffers of robots i and j?i are updated
according to bi(t+) = 0 and bj?(t+) = bj?(t−)+bi(t

−). When
the data transfer is completed, robot j?i uploads all the data
in its buffer to the data station immediately. Thus its stored
data is updated according to bj?(t+) = 0. If the stored data
at robot i is more than robot j?i ’s buffer size Bj?i , these data
are divided into smaller batches, which are then transferred to
robot j?i sequentially; (ii) if robot j?i has not arrived at mj?i i

yet, then robot i waits until robot j?i enters its communication
range and then follows the same procedure as in (i).

Note that due to the waiting procedure described above, an
exact synchronization on the meeting times is not required
between the source and relay robots. Namely, if either robot i
or j?i arrives at a meeting location later than the agreed
meeting time tji (e.g., due to uncertainty in robot velocity),
the other robot that arrives early will wait until the data
exchange happens. Therefore, the proposed method can handle
uncertainty in the traveling times defined in (6). Furthermore,
delays on current meeting events do not propagate to the future
meeting events since all subsequent meeting events defined
in (14) are always coordinated using the current meeting times.
In other words, delays are always reset to zero whenever two
robots meet. A numerical robustness analysis of the proposed
approach can be found in Section VII.

Proposition 1. Under Assumption 1 stating that each source
robot is connected to at least one relay robot initially, the above
framework ensures that each source robot i ∈ N f can satisfy
its local task ϕi and also that its buffer will not overflow.

Proof. First, the correctness of the local plan for each source
robot is guaranteed by the model-checking algorithm, see [4],
[10]. Moreover, since all local tasks are independent, these
local plans can be executed independently. Thus we need to
show that the plan can be executed successfully by each source
robot, i.e., the data-gathering actions can be performed and
the data buffer never overflows. Initially, each source robot
is confirmed to meet with one relay robot by (12). When
the two robots meet, the stored data can be transferred and
uploaded, before the source robot’s buffer overflows due to the
formulation of (8). Then execution of the meeting events above
ensures that every source robot always waits to meet a relay
robot and transfer the stored data before performing the next
gathering action that leads to buffer overflow. Similarly, the
spontaneous meeting events described in Section V-B3 ensure
that all data-gathering actions up to the next meeting time can
be performed and the data buffer never overflows. The same
procedure repeats itself and holds for all source robots.

VI. DATA CENTER CONSTRAINTS, ROBOT FAILURES, AND
DYNAMIC ROBOT MEMBERSHIP

In this section, we discuss how the proposed framework
can be extended to account for a fixed data center, robot
failure, and dynamic membership. The later two characteristics
enhance the robustness of the proposed approach.

A. Fixed Location of Data Center

As mentioned in Remark 1, assume that a relay robot j,
instead of uploading its stored data immediately after meeting
a source robot, needs to visit a fixed data center Hj ∈ M
within the workspace to upload the data, ∀j ∈ N l. Then
the proposed scheme can be modified as follows. Consider
the meeting between robot j and the source robot i ∈ N f .
First, during the execution of the meeting event as discussed
in Section V-C2, robot j’s motion plan needs to be modified
to include visiting the data center. In particular, if the amount
of data robot i needs to transfer is less than robot j’s buffer
size, robot j can receive all the data at once and then travel
to the data center via the shortest path to upload the data. On
the other hand, if the amount of data robot i needs to transfer
is more than robot j’s buffer size, robot j can receive the data
in batches that equal to its buffer size, and then travel to the
data center multiple times. Consequently, for fixed data center
locations, it may be beneficial to pair up source and relay
robots of similar buffer sizes to reduce the number of times
that relay robots need to travel to the data center. In this case,
Algorithm 12 can be modified by redefining ckikh as follows:

ckikh , |ti,ki+Tj(mi,ki ,mh,kh)+Nji·Tj(mi,sji , Hj)−th,kh |,

where Nji , 2·
⌈
Bj/Bi

⌉
is the number of times robot j needs

to travel to the data center Hj , Bj/Bi is the ratio between
robot j and robot i’s buffer size, the function d·e returns the
previous largest integer; and Tj(mi,sji , Hj) is the time it takes
for robot j to navigate from waypoint mi,sji to Hj . As a result,
the coordination obtained by the solution of problem (12) now
considers the extra time that is needed for robot j to travel
to Hj to empty robot i’s buffer given robot j’s buffer limit.

Second, regarding the coordination of the next meeting
event as discussed in Section V-B2, robot j’s choice of the
next meeting location from (14) can be modified as follows:

s+
ji = argminsi≤sji≤fi‖tj,fj − ti,sji

+ Tj(mj,fj , mi,sji) +Nji · Tj(mi,sji , Hj)‖,
(15)

where Nji and Tj(Hj , mi,sji) are defined above. Now (15)
takes into account the extra time that is needed for robot j to
travel to Hj in order to empty robot i’s buffer. Last but not
least, if there are multiple data centers that robot j can choose
from, we can easily modify (15) to find the optimal one.

B. Robot Failures

Let us assume first that a source robot i ∈ N f fails. If
robot i can still communicate with all relay robots it has
committed to meet, then robot i can initiate a cancel message
to each of them to cancel the committed meeting events. In
this way, these relay robots can skip the meeting with robot i



and continue meeting the next source robot (instead of waiting
indefinitely for robot i). However, if robot i fails when it is
not in the communication range of one or more relay robots,
then to avoid deadlock we can introduce a maximum waiting
time Tmax > 0, so that if a robot waits at a confirmed
meeting location for a period of time longer than Tmax, then it
assumes that this meeting is canceled and continues executing
its discrete plan until the next meeting event.

Assume now that a relay robot j ∈ N l fails. If robot j
can still communicate with the source robots it is committed
to meet, it can cancel the meeting events directly as before.
However, in this case, the source robot i ∈ N f

j can not simply
skip this meeting event and continue its plan execution as its
buffer will overflow. Instead, robot i needs to navigate to its
next meeting location directly, upload its stored data with relay
robot j′ ∈ N l and more importantly keep the next meeting
event with robot j′ unchanged. In other words, robot i needs
to meet with robot j consecutively twice. Last but not least,
if robot j is the only relay robot that robot i is committed to,
robot i may have to wait until it meets another relay robot to
upload its data. This can only happen spontaneously as robot i
has no knowledge of the location of other relay robots due to
limited communication range. This situation can be solved by
allowing source robots to relay data to each other or exchange
information about their meeting events, which is part of our
ongoing work, see also Remark 5.

At last, if several source or relay robots fail, the procedure
described above will be performed for each fault robot. More-
over, if a robot recovers after failure, it will be treated as a
robot that newly joins the system, as discussed below.

C. Dynamic Membership

By dynamic membership, we mean that (i) existing robots
within the team can leave the team without resulting in a
deadlock; and (ii) new robots can join the team seamlessly
without the need to restart the system. The first case can
be achieved in a similar way as described in Section VI-B
to handle robot failures. Particularly, before a source robot
leaves the team, it needs to meet with each relay robot that
it is committed to meet, but without coordinating the next
meeting event. In the same way, before a relay robot leaves
the team, it still needs to meet with each source robot that it
is committed to meet, without coordinating the next meeting
event. Secondly, due to the distributed and online nature of
the proposed scheme, new source or relay robots can be
easily added to the system during run time. If the new relay
robot j′ that just joined the team is connected to an existing
source robot i ∈ N f , robot i will treat this meeting as a
spontaneous meeting event as described in Section V-B3. The
same procedure applies when an existing relay robot meets a
new source robot that just joined the team during run time.
However, a new source robot must be connected to at least
one relay robot when it joins the team.

VII. CASE STUDY

This section presents simulation results for a team of
12 data-gathering robots. All algorithms are implemented

in Python 2.7. “Gurobi” [46] and “poly2tri” [42] are
external packages and “P_MAS_TG” [40] is developed by the
authors. All simulations are carried out on a laptop (3.06GHz
Duo CPU and 8GB of RAM).

A. System Description

All 12 robots satisfy the unicycle dynamics (1). There are 9
source robots (denoted by a0, a2, · · · , a8) and 3 relay robots
(denoted by l1, l2, l3). The workspace has size 10m × 10m
and contains three polygonal obstacles, as shown in Figure 2.
The triangular partition is derived from [42]. All robots’
communication ranges are set to 1m. The reference linear and
angular velocities are chosen randomly between [0.5, 0.8]m/s
and [0.1, 0.3]rad/s. The buffer size of all source robots is
chosen randomly between [3, 5] data units, while all relay
robots have a buffer size of 5 data units.

To simplify the task description, we divide the source
robots into three categories: (i) the first category (a0, a1, a2)
gathers type-1 data in region r1, type-2 data in region r2

and type-3 data in region r3 (in any order), infinitely of-
ten. This specification can be expressed by the LTL for-
mula ϕc1 = �3(r2 ∧ g2) ∧ �3(r1 ∧ g1) ∧ �3(r3 ∧ g3);
(ii) the second category (a3, a4, a5) gathers type-4 and type-
5 data in regions r4, then type-4 data in region r6 (in this
order) and also type-5 data in region r5, infinitely often, i.e.,
ϕc2 = �3(((r4∧g4)∧©(r4∧g5))∧3(r6∧g4))∧�3(r5∧g5);
(iii) the third category (a6, a7, a8) gathers type-6 data in
regions r7, r9 and type-7 data in region r8, infinitely often,
i.e., ϕc3 = �3(r8 ∧ g7) ∧�3(r7 ∧ g6) ∧�3(r9 ∧ g6).

The actions g2, g3, g4, g6 gather 2 units of data, while ac-
tions g1, g5, g7 gather 1 unit. Moreover, any data-gathering ac-
tion takes 1s while the data transfer or upload actions take 2s.
Initially, robots a0, a3, a6, l1 start from (6.5m, 6.6m), robots
a1, a4, a7, l2 start from (5.6m, 5.0m), and robots a2, a5, a8, l3
from (4.6m, 4.3m). Thus every source robot is connected to
at least one relay robot, as required by Assumption 1.

B. Simulation Results

First, the roadmap of each robot is constructed using a trian-
gular partition of the workspace, as described in Section V-A1.
For robots a0, a1, a2, the FTS Ri has 16 nodes and 112 edges,
the NBA Aϕi has 4 nodes and 13 edges, and the product Pi
has 64 nodes and 476 edges. For robots a3, a4, a5, the FTS Ri
has 12 nodes and 72 edges, the NBA Aϕi has 7 nodes and
32 edges, and the product Pi has 84 nodes and 342 edges.
For robots a6, a7, a8, the FTS Ri has 12 nodes and 72 edges,
the NBA Aϕi has 4 nodes and 13 edges, and the product Pi
has 48 nodes and 312 edges.

Then each source robot synthesizes its discrete plan using
the algorithm in [10] and the package [40]. It took approx-
imately 0.03s, 0.05s and 0.01s for the above three groups
to synthesize their discrete plans. For instance, a0 has prefix
cost 57.22 and suffix cost 46.14, while a3 has prefix cost 60.60
and suffix cost 45.69. It took 0.3s by Gurobi [46] to find the
optimal solution of (12), which determines the initial paths
of all relay robots. The discrete plans are executed according
to Section V-C1, while the data are transferred and uploaded
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The buffer sizes of robots a0, a1, · · · , a8 and l0, l1, l2 are set to
[4, 5, 3, 4, 5, 5, 4, 5, 3, 5, 5, 5], which are respected for all time.

during the meeting events as described in Section V-C2.
The coordination for the next meeting event and spontaneous
meetings follow Sections V-B2 and V-B3. We simulate the
system for 100s. A snapshot of the simulation at 40s is shown
in Figure 4, where we show the number of data units stored
at each robot’s buffer and the action taken by each robot.
The evolution of the stored data units at each robot’s buffer
is shown in Figure 5. The maximum number of connected
robots remains below 5 during most of the simulation, as
shown in Figure 6. Thus the communication network among
the robots is almost never connected. Furthermore, we also
monitor the times that relay robots l0, l1, l2 swap meeting
events as described in Section V-B4. Figure 7 shows the
reduction in total waiting time after two relay robots swapping
their meeting events. In total, 137 units of data are uploaded,
as shown in Table II and Figure 10. The complete simulation
videos can be found in [47].

Furthermore, in order to demonstrate the robustness of the
proposed approach to uncertainties in the robots’ traveling
times, we have simulated the case where the traveling velocity
of all robots is subject to additive random noise (with zero
mean and variance equal to 20% of the velocity value.). As
shown in Figure 10, the delays in the meeting events caused by
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Figure 6: The evolution of the size of maximal components of the
communication graph (of size 12), i.e., the maximal number of
connected robots, given the uniform communication range 1m.
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Figure 7: History of relay robots l0, l1, l2 swapping meeting events
during the simulation. The high and low points of the error bar indi-
cate the total waiting time before and after the swapping, respectively.

uncertain traveling times are not propagated across the network
and the total amount of gathered data within 100s in this case
is 96 (close to 137 in the nominal case).

Last but not least, as discussed in Section VI and shown
in Figure 8, the proposed scheme can be easily extended to
take into account other scenarios, e.g., fixed data center, robot
failures and new members. First, we choose a fixed data center
located at coordinate (8.3, 7.2) that all relay robots need to
visit to upload its stored data. Instead of uploading the data
directly, a local planning module is used by each relay robot to
navigate to this fixed data center as proposed in Section VI-A.
Second, we introduce faults to source robots a2, a6, a10 and
relay robot l2 at time 50s, when they all stop moving and
remain static. Moreover, three new source robots a3, a7, a11

and one relay robot l3 are added to the system (thus 16
robots in total), with the source robots having the same task
description as three groups described earlier. The evolution of
the stored data at each robot’s buffer is shown in Figure 9. It
shows that the buffer of these faulty robots remains unchanged
after the faults occur, while the rest of the team (along with
the new members) follow the reconfiguration scheme from
Sections VI-B and VI-C while respecting the buffer constraint.
It can be seen from the simulation results that for the clustered
workspace considered here, the meeting events with a faulty
robot are canceled once the maximum waiting time is reached
and furthermore the new robots can easily join the network
via the spontaneous meeting events. Simulation videos under
these extended scenarios can be found in [47].
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C. Comparisons to Other Approaches

In this part, we compare the data-gathering performance of
the proposed scheme to the centralized approach and two static
approaches introduced below. Simulation videos for all three
approaches can be found in [47].

1) Centralized Approach: As mentioned in Section IV, the
centralized solution provides the optimal solution in terms
of total distance traveled. For this case study, the product
motion model has approximately 163 · 123 · 123 · 243 ≈
1.6 × 1014 states and 1123 · 723 · 723 · 703 ≈ 7.3 × 1022

transitions. The product Büchi automaton has approximately
43 · 73 · 43 ≈ 1.4× 106 states and 133 · 323 · 133 ≈ 1.5× 1011

transitions. Thus to construct the product automaton for the
whole system is computationally infeasible. Moreover, we
provide a numerical analysis to compare the optimality and
computational complexity of the proposed approach to the
centralized method, for problems of smaller size that can be
handled using the centralized method. The results are shown
in Table I. It can be seen that (i) for small systems (with 3−5
robots) the centralized method provides an optimal solution
that has a slightly smaller total cost of the plan suffix than the
proposed approach. However, as mentioned in Section IV, this
centralized plan can only be executed in a synchronized way
and is not robust to robot failures; (ii) for larger systems (with
more than 3 robots), the centralized method fails to provide
a solution within reasonable time (where P has more than 1

Method (N l,N f ) P Csuf Time[s]

Proposed

(1, 1) (64, 4.7e3) 37.2 0.1s

(1, 2) (128, 9.4e3) 39.5 0.1s

(1, 3) (3.6e3, 1.3e4) 46.7 0.18s

(5, 15) (1.8e4, 6.7e4) 59.1 3.5s

(7, 21) (2.7e4, 9.2e4) 67.9 575s

Centralized
(1, 1) (2.5e3, 4.4e4) 34.6 13.5s

(1, 2) (3.1e5, 2.2e7) 36.4 16.5h

(1, 3) > (5.2e6, 1.3e9) * > 20h

Table I: A comparison of optimality and computational complexity
between the proposed method and the centralized approach. The
notation aeb , a × 10b for a, b > 0. For the proposed method,
P is the summation of all local product Pi between Ri and Aϕi ,
Csuf is the maximum length of the plan suffix among all robots,
and the synthesis time is mainly the time needed to solve the MILP
problem for initial coordination. For the centralized case, P is the
product of Ta and Aϕa from Section IV, Csuf is the minimum length
of its plan suffix, and the synthesis time is mainly the time needed
for the model-checking process.

billion states), while in contrast our approach can scale much
better, even to system with 7 relay robots and 21 source robots.

2) Static Approaches: Alternatively, a straightforward so-
lution to the data-gathering problem considered in this paper
is to require that all relay robots remain static at their initial
positions for all time. As a result, as long as each source
robot is informed about the location of at least one relay
robot, every source robot can simply navigate to the closest
relay robot once it has gathered enough data that needs to
be transferred and uploaded. This static approach is always
feasible for the problem considered here, but can be very
inefficient if the workspace is large and many relay robots
are located close to each other. The optimal placement of
relay robots can only be determined in a centralized way as
described in Section IV. We implement the above approach
and simulate the system for 100s under the same settings
presented in Section VII-A. As a result, 58 units of data
are uploaded in total, as shown in Table II and Figure 10,
compared with 137 units via the proposed dynamic approach.
The difference is that in our approach every relay robot can
actively navigate to meet multiple source robots that need to
transfer data while minimizing the total waiting time.

Finally, another simple solution is to force all source and
relay robots to move as a group that is within communication
range for all time. In this case the source robots can follow a
predefined static order to execute their local plans. Since all
relay robots are within the communication range, the data gath-
ered by any source robot can be transferred to any relay robot
and uploaded directly. This static approach imposes all-time
connectivity of the communication network. It can also be very
inefficient since the source robots can not execute their local
plans simultaneously and independently, while relay robots are
not fully utilized regarding their data-uploading ability. This
predefined static order can be also optimized in a centralized
way, as described in Section IV, by adding the constraints
that all robots are within each other’s communication range.



Approach type-1,2,3 type-4,5 type-6,7 Total

Proposed 54 38 45 137

Static One 21 18 19 58

Static Two 2 4 2 8

Table II: Total amount of different types of data uploaded by the relay
robots during the simulation of 100s, under the proposed approach
and two static approaches discussed in Section VII-C.
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Figure 10: The total amount of data uploaded under the proposed
approach and two static approaches discussed in Section VII-C.
Simulation videos for all three cases are online [47].

We implement the above approach and simulate the system
for 100s under the same settings. The source robots take turns
to execute their local plans according to the order of their IDs.
As shown in Table II and Figure 10, only 8 units of data are
uploaded in total, compared to 137 units via our approach.
The difference is that the proposed intermittent communication
framework allows all source robots to move and execute their
local plans independently. Thus the source and relay robots
only meet when they need to transfer data and coordinate their
next meeting event.

The above studies show that the proposed dynamic approach
has a much less computational burden compared to the central-
ized approach and improves greatly the overall data-gathering
efficiency compared to the static approaches.

VIII. EXPERIMENTAL STUDY

In this section, we present the experimental study to validate
the proposed approach. Four differential-driven “iRobots” are
deployed within a 2.5m × 2.0m workspace, as shown in
Figure 11, whose positions and orientation are tracked via an
Optitrack motion capture system. The communication among
the robots is handled by the Robot operating system (ROS).

A. System Description

Three iRobots serve as source robots (denoted by a0, a1, a2)
while one serves as the relay robot (denoted by l1). As shown
in Figure 11, there are six regions of interest and two obstacles
within the workspace; and a visualization panel is used to mon-
itor the robot data-gathering actions and communications in
real time. For source robots, their regions of interest, allowed
actions and local tasks are defined as follows: Robot a0 has
two regions of interest r1, r2 and two actions g1, g2 associated
with one type-1 and two type-2 data units, respectively. Its
task is to gather type-1 data in region r1 and then type-2
data in region r2 (in this order) infinitely often, i.e., ϕ0 =

Figure 11: A snapshot of the experiment setup. Left: regions of
interest are marked by their IDs on the ground. Tripods in boxed
area are obstacles. The relay robot is marked by a yellow tape and
the rest are source robots. Right: the real-time visualization panel to
monitor the robot motion and communication. Robots a0, a1, a2, l1
are in blue, green, yellow and magenta, respectively. The stored data
units are indicated by filled black circles. The data-gathering, data-
transfer and upload actions are shown by blue text boxes.
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Figure 12: The trajectory of each robot during the experiment,
sampled at every 30s. Robots a0, a1, a2, l1’s trajectories are shown
in blue, green, yellow and magenta, respectively

�3((r1 ∧ g1) ∧ 3(r2 ∧ g2)); Robot a1 has two regions of
interest r4, r6 and two actions g3, g4 associated with two type-
3 and one type-2 data units, respectively. Its task is to gather
type-3 data in region r4 and then type-4 data in region r6 (any
order) infinitely often, i.e., ϕ1 = �3(r4 ∧ g3)∧�3(r6 ∧ g4);
Robot a2 has two regions of interest r7, r8 and two ac-
tions g5, g6 associated with two type-5 and one type-6 data
units, respectively. Its task is to gather type-5 data in region r7

and then type-6 data in region r8 (any order) infinitely often,
i.e., ϕ2 = �3(r7 ∧ g5) ∧ �3(r8 ∧ g6). All robots have
a limited buffer size of 4 data units and a communication
range of 0.8m. The initial position of robots a0, a1, a2, l1 is
given by (1.1, 0.8), (1.1, 0.2), (2.0, 0.7), (1.6, 0.5) in meters,
respectively. Thus the relay robot l1 is initially connected to
all source robots a0, a1, a2, which satisfies Assumption 1.

The size of an iRobot is around 0.4m in diameter. Given
the cluttered workspace, a local collision avoidance scheme is
needed for successful point-to-point navigation as an important
part of the plan execution. In this work, we rely on the method
of reciprocal velocity obstacles (RVO) introduced in [48].
However, since the original algorithm is developed mainly for
nonholonomic robots, not for the unicycle robots considered
here, we need to introduce a transition period during which the
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Figure 14: The total amount of data uploaded during the experimental
study, under the proposed approach and two static approaches.

robots turn in place towards the desired direction determined
by the RVO method, before moving forward.

B. Experiment Results

Following the procedure described in Section V-C, we first
synthesize the offline plan for each source robot. For robot a0,
it took 0.01s for the solver [40] to obtain the initial plan;
similarly for a1, a2. For the initial coordination via (12),
it took 0.16s for Gurobi [46] to find the initial path for
robot l1. Once the robots starts moving, the plan execution
and coordination of meeting events during run time follows
Section V-C. Note that swapping meeting events between relay
robots is not considered as there is only one relay robot.
The experiment was performed for a duration of 3 minutes,
and the full video can be found online at [47]. The sampled
trajectory of each robot is plotted in Figure 12. It can be seen
that each robot satisfies its local task and avoids collisions
with the static obstacles. Moreover, the amount of data stored
within each robot’s buffer is shown in Figure 13, which verifies
that buffer constraints are always respected. Finally, during the
experiment, 27 data units were uploaded in total to the data
center, as shown in Figure 14.

C. Comparison to Static Approaches

We also compare the performance of our method to the two
static approaches introduced in Section VII-C. The experiment
videos for all three cases can be found in [47].

First, as shown in Figure 15, we conducted an experiment
using the static approach one for a duration of 3 minutes.
Robot l1 remains still at its initial location for all time, while
robots a0, a1, a2 navigate back to robot l1 once they have
gathered enough data that needs to be transferred. As shown
in Figure 14, 17 units of data are uploaded in total. Second,
as shown in Figure 16, we conducted an experiment using

Figure 15: A snapshot for the experiment under the static approach
one, where the relay robot l1 remains static at all time.

Figure 16: Snapshot of the experiment under the static approach two,
where all robots move as a group, being connected at all time.

the static approach two, also for a duration of 3 minutes. The
robots form a platoon in the order a2, a0, l1, a1, so that all
source robots a0, a1, a2 are always within the communication
range of robot l1. Robots a0, a1, a2 take turns to execute their
local plans by navigating with the whole group to their desired
regions to gather data and transfer the data directly to l1. As
shown in Figure 14, 16 units of data are uploaded in total,
compared to 27 units using the proposed dynamic approach.

Thus similar conclusions can be obtained as in Sec-
tion VII-C that the proposed dynamic approach improves
greatly the overall data-gathering efficiency compared to the
other two static approaches. It is worth mentioning that se-
quence of spontaneous meeting events that happened during
the experiment is quite different from the simulated result, due
to the inter-robot collision avoidance scheme.

IX. CONCLUSION AND FUTURE WORK

In this work we proposed a distributed online framework
for multiple robots that jointly coordinates local data-gathering
tasks and intermittent communication events so that the col-
lected data at the robots are transferred to a data center
while ensuring that robot buffers do not overflow. Unlike
most relevant literature that relies on all-time connectivity,
the proposed intermittent communication framework allows
the robots to operate in disconnect mode and accomplish
their tasks free of communication constraints, significantly
improving on the performance of data acquisition and delivery.
We validated our method through numerical simulations and
real experiments, and showed that all local data-gathering tasks
are satisfied and the local buffers do not overflow.
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